Discrimination of Methanol and Ethanol Vapors by the Use of a Single Optical Sensor with a Microporous Sensitive Layer
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The sorption of methanol and ethanol vapors by a microporous glassy polycarbonate is studied. The increase of the refractive index of the polymer during analyte sorption is measured by surface plasmon resonance. Both analytes are sorbed into the micropores of the polymer showing different diffusion kinetics. The sensor response during analyte exposure is subdivided into different time channels. By evaluating this additional data dimension by neural networks, a simultaneous multicomponent analysis of binary mixtures of ethanol and methanol vapors is possible using the sensor response of only one single sensor. A feature extraction results in an interpretable model and an improved prediction with errors of 2.0% for methanol and 2.4% for ethanol.

There have been numerous reports on the detection of volatile organic compounds by polymer-based sensors such as bulk or surface acoustic wave sensors, various integrated optical sensors, and devices based on the reflectometric interference spectroscopy and surface plasmon resonance (SPR). A wide variety of polymers are used as sensitive layers, which are usually selective to whole classes of analytes. A multicomponent analysis of mixtures consisting of various analytes is possible by an array of sensors showing different selectivity and sensitivity for these analytes. By evaluating the sensor responses with model-based multivariate methods or neural networks, a classification and quantification of analytes in mixtures is possible.1-7

Recently, the exploitation of temporal information of sensor responses has been reported by several groups. In these reports, this additional information allowed the qualitative and quantitative detection of several analytes by a reduced number of sensors: Yen et al.8 quantified a binary mixture of solvents in water by a single reflectometric interference spectroscopic sensor since the time shift of the highest signal after analyte exposure depended on the composition of the mixture. The components of binary and ternary mixtures of organic analytes in water could also be determined by one single amperometric sensor.9,10 Thereby, the consumption of oxygen by the metabolism of microorganisms with different time constants for the analytes was detected. In the gaseous phase, the time-resolved measurement was used in combination with sensor arrays to get additional independent variables. By time-resolved measurements with an array of quartz microbalances coated with three different polymer films, the classification of six solvent vapors could be improved compared to the classification using only the saturation mass.11 Johnson et al.12 classified 20 different analytes with only 4 fiber-optic sensors and also classified these analytes semiquantitatively into low, medium, and high analyte concentrations using 10 fiber-optic sensors with 90% of the test data being assigned to the correct concentration class.

Podgorsek et al.13 used a glassy polyimide for the detection of methanol and ethanol and showed the difference of the response times, which could be used for the discrimination of both analytes. However, a detection of both analytes in mixtures was not performed. The work presented here focuses on a simultaneous quantification of methanol and ethanol in binary mixtures using time-resolved measurements with a single SPR sensor setup based on a microporous polycarbonate. The evanescent field method SPR has been chosen as the single sensor setup for the time-resolved measurements since the main influence of the signal is given near the transducer surface. The signal does not rise as fast as the signal of bulk sensors; however, the maximum of the signal appears at the same time. First, the sorption process of the single analytes is investigated in respect to changes of the refractive index caused by different concentrations and in respect to the long-term stability of the polymer. Then, two data sets of binary mixtures of methanol and ethanol are measured.
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whereby the changes of the refractive index are recorded over time and are divided into different time channels. As the relationship between the sensor responses of the different time channels and the concentrations of the analytes is nonlinear, the data are evaluated by use of neural networks. Finally, a feature selection of the most important time channels is performed, resulting in an improved prediction of the test data and in a smaller and better interpretable model.

**EXPERIMENTAL SECTION**

**Surface Plasmon Resonance.** A white light SPR setup was used, which is sensitive to changes of the refractive index of the sensitive layer. Surface plasmons are excited on a silver layer, and the sensitive layer is probed by the evanescent field of the surface plasmons, which reaches into the sensitive layer and thereby decays exponentially. The probe depth \( \delta_p \), which is the distance from the interface between the metal and the sensitive layer to the depth of the sensitive layer where the intensity has decreased to 1/.eth, is given by Johansen et al.\(^{14} \) and Jung et al.\(^{15} \)

\[
\delta_p = \frac{i \lambda \sqrt{n_2^2 + n_s^2}}{4 \pi n_s^2}
\]

The SPR setup is based on the Kretschmann configuration.\(^{16} \) The parallel-polarized polychromatic light (5-V/5-W krypton with integrated reflector, Welch Allyn, New York) is focused on the prism at a fixed angle (63°). Surface plasmons are excited at the prism’s back surface. The modulated output light is coupled into a multimode fiber and detected with a diode array spectrometer (M M S Zeiss, Jena, Germany). As the surface plasmon wave is only excited by the TM mode, the TE mode is used as a reference signal. Temperature control was achieved with a thermoregulator (F 34/M D Julabo, Seelbach, Germany).

**Coating Materials and Procedures.** The substrate consisted of silver evaporated onto a glass prism (half-cylindric, ground 20 × 40 mm, \( n_0 = 1.92286 \) NPH2, Ohara Corp.) by using a vacuum evaporation system (Pfeiffer Vacuum GmbH, Wetzlar, Germany). The silver was deposited under high-vacuum conditions (10⁻⁶ to 10⁻⁷ mbar) at a rate of about 0.6–1 nm s⁻¹. The metal thickness was monitored by a crystal oscillator. Approximately 50 nm of silver was deposited onto the glass. A 400-μL aliquot of a polycarbonate solution (Makrolon, M2400 (Figure 1), Bayer AG, Leverkusen, Germany, 1.7 wt %) in chloroform was spin-coated (Convac 2001, Wiernsheim, Germany) for 40 s with 3000 rpm on the silver layer of the NPH2 glass prism mentioned before. The prepared polymer layer had a thickness of ~300 nm, which was determined by a surface profilometer (Alpha Step 500, Tencor Instruments). According to eq 1, the probe depth is 98 nm. Thus, the sensitive layer has more than 3 times the probe depth.

The dielectric constants of silver were determined by spectral ellipsometry (ES4G, Sopra). The Cauchy parameters of the prism are \( A = 1.855 \) 31, B = 2.3 × 10⁴ nm², and C = 1.3 × 10⁸ nm². Using these parameters, the change of the refractive index of the sensitive layer was determined from the change of the resonance wavelength by the Fresnel equations.

**Data Sets.** In addition to several single-analyte measurements, two data sets were recorded for a multicomponent analysis of binary mixtures. The first data set is a nine-level full factorial design whereby the relative saturation pressures (\( \rho / \rho_0 \)) of methanol and ethanol have been varied between 0 and 0.045. The partial pressure \( \rho_0 \) was referenced to the saturation pressure \( \rho_0 \) at the measuring temperature of 30 °C. This data set was used for training of the neural networks and for feature selection and thus will be further referred to as the calibration set. The second data set is an eight-level full factorial design with relative saturation pressures between 0.0025 and 0.0425. This data set was used as the test set for the prediction of independent test data and will be further referred to as the test data set. A total of 24 measurements were identified as outliers according to ref 17, whereby 20 measurements of the calibration set and 4 measurements of the test set were removed. These measurements showed outlying high signals and were recorded in series. The compositions of the mixtures of both data sets are shown in Figure 2. It is also noticeable that the compositions of the test and calibration data are all different.

During all measurements, the polycarbonate was exposed to the analyte mixtures for 120 s and after that to synthetic air for 300 s. During exposure to the analyte the data were recorded every 5 s, and during exposure to synthetic air with a time resolution of 10 s. Thus, the signals were recorded during 53 time slots, which will be further referred to as time channels. All measurements were done in random order. All data were autoscaled by subtracting the mean and dividing by the standard deviation for each variable.

**Neural Networks.** The neural networks implemented for this study belong to the class of the multilayer feed-forward backpropagation networks. Due to the numerous excellent textbooks describing these networks in detail,\(^{18–21} \) only a short outline of the implementation for this study will be given.

**Figure 1.** Structure of the polycarbonate Makrolon M2400.

**Figure 2.** Experimental design of the calibration data set and the test data set. Calibration data are represented by squares, and test data are represented by crosses.

\( (17) \) Tetko, I. V.; Villa, A. E. P. Neural Networks 1997, 10, 1361–1374.
For both analytes, separate networks were used. The topology consisted of one output unit, four hidden units, and as many input units as time channels used. The nets were fully connected. The training included a maximum of 1000 learn cycles. An advanced variant of back-propagation was used as the learning scheme, called resilient propagation (Rprop)\(^22\) with a \(\delta\) starting value of 0.1, a \(\delta\) upper value of 2, and a weight decay of 3. A hyperbolic tangent was used as the activation function for the hidden layer, and a linear activation function was used for the output layer. All calculations were performed by a new implementation of the Stuttgart Neural Network Simulator,\(^23,24\) on a personal computer.

BP networks are often affected by an effect called overtraining.\(^25\) An overtrained ANN memorizes the small calibration data set instead of generalizing the data and consequently performs badly on new data, e.g., on test data sets. In this work, the overtraining was anticipated by the so-called early stopping.\(^26\) Early stopping was implemented by stopping the training when the error of cross-validation of the calibration data starts going up, as the net may start losing its generalization ability at this moment. Further, to prevent overtraining, the number of training objects should be several times more than the number of adjustable parameters of the ANN.\(^27\) As every link and every hidden neuron contains one adjustable parameter, the feature selection performed in the last section of this study also helped to efficiently prevent overtraining.

**Feature Selection.** A greedy algorithm presented by Vinod and Ghose\(^28\) was used for the feature selection. The network growing algorithm starts with an empty network and tries to minimize the sum square error of prediction by successively inserting neurons with two input and one output links, whereby the output link is connected to an output neuron. A modified version of the algorithm was used in this work, which is optimized for the feature selection of sensors:

(i) Instead of estimating the reduction of the error by utilizing the gradient of the error surface by varying the weights of the inserted element, the modified algorithm calculates the reduction of the error by retraining the network after the insertion of the new element and thus utilizes the gradient of the total error surface. This modification improves the selection of variables showing similar variances with the disadvantage of an increased computation time.

(ii) Not only units with two input links and one output link but also units with one input link and one output link and even single links can be inserted, allowing any kind of topology being built.

(iii) The stopping criterion of an absolute error limit was replaced by the stopping criterion of a minimal error decrease of 5% for the insertion of a new element.

(iv) A maximum number of 10 input neurons is allowed.

A total of 200 single output networks were built for the prediction of the concentrations of each analyte using this greedy algorithm.

**Comparison of the Results.** The performance of the different neural networks was measured by comparing the root-mean-square error of the prediction:

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2} \tag{2}
\]

where \(N\) is the total number of data, \(\hat{y}_i\) is the predicted concentration, and \(y_i\) is the true concentration. The relative root-mean-square error is calculated as

\[
RMSE_{rel} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{y}_i - y_i)^2} \left(\frac{1}{\sum_{i=1}^{N} y_i^2}\right) \tag{3}
\]

As the initial weights of an ANN are randomly assigned, the solution found by a neural network for the calibration data is sensitive to the initial conditions stopping in another local minimum for each run. To find a robust ANN, which is not influenced by accidental training runs giving by chance an overestimated prediction of the test data, an approach similar to recent literature\(^29\) was followed in this study: 21 ANN were trained with different initial weights but the same topology. For comparing different topologies, e.g., during the feature selection process, the different topologies were compared by the median of the RMSE of the cross-validated calibration data of the 21 runs. For the prediction of the test data, the network with the smallest RMSE of the cross-validated calibration data was used in contrast to many studies using the best prediction of the test data out of many runs.

**RESULTS AND DISCUSSION**

**Pure Analytes.** In Figure 3a, the shift of the surface plasmon resonance wavelength is shown during exposure of the device to an alternating sequence of synthetic air and different concentrations of methanol up to a relative saturation pressure (\(p/\pi_p\)) of 0.062. During exposure to analyte, the resonance wavelength increases, which means that the refractive index increases. At first glance, this is astonishing since methanol (\(n_D = 1.329\)) has a lower refractive index than the polycarbonate layer (\(n_D = 1.58\)). Due to the lower refractive index of methanol, its sorption into the
polycarbonate by displacing the polycarbonate within the evanescent field would cause a negative change of the refractive index. Instead, an increase of the refractive index is observed. This increase can be explained by the occupation of micropores of the polycarbonate by the analyte: Makrolon is a microporous glassy polymer with a mean size of the pores of 0.1 nm$^3$, whereas the volumes of methanol (0.068 nm$^3$) and ethanol (0.097 nm$^3$) are slightly smaller than the mean size of the pores of Makrolon. Without the analyte being present in the gaseous phase, the micropores are filled with air, which has a lower refractive index than the analyte. While the analyte is sorbing into the micropores and thereby replacing the air, the change of the refractive index and therefore the change of the resonance wavelength are positive. As can be seen in Figure 3a, the sorption at these concentrations is fast and reversible. The layer is highly stable and the mean drift is $5.3 \times 10^{-4}$ nm/h, which corresponds to only 0.01% of the maximum response.

In Figure 3b, the shift of the surface plasmon resonance wavelength is shown while the device was exposed to an alternating sequence of synthetic air and relative saturation pressures of methanol of 0.31, 0.62, and 0.80. At these high concentration levels, the refractive index increases rapidly at the beginning of the analyte exposure. However, during a longer exposure of the polycarbonate to methanol, the refractive index further decreases. This effect reinforces with higher methanol concentrations and can be explained by a further swelling of the polycarbonate layer after the occupation of the micropores. The fast decrease of the refractive index during the exposure to synthetic air means that the analyte quickly disappears out of the micropores. The refractive index even decreases below the original value before the exposure to methanol vapor. The original value is gradually reached while the swelling of the polycarbonate diminishes. Thus, even at these high concentration levels, the swelling of the polymer is reversible.

The calibration curves of methanol and ethanol are shown in Figure 4. The difference in the refractive index is recorded between the exposure to synthetic air and after 30-min exposure to analyte. The standard deviation of three measurements is given by the error bars. At higher concentrations, a smaller increase of the refractive index with an increasing methanol or ethanol concentration can be observed. The curvature of the calibration curve can be explained by the limited number of micropores. The change in the refractive index during exposure to ethanol is only slightly higher than during exposure to methanol since the refractive index of ethanol is slightly higher than the refractive index of methanol. The calibration curves being nonlinear, both analytes can be detected with the highest sensitivity at small concentrations.

The changes of the resonance wavelength of methanol and ethanol depending on concentration and time are plotted in Figure 5a and b, respectively, up to a relative saturation pressure of 0.045. The polycarbonate layer was exposed to different concentrations of methanol or ethanol vapors for 120 s. Then it was exposed to synthetic air for 300 s. The fast response time of methanol can be confirmed. Ten seconds of exposure to methanol vapor is enough to reach equilibrium between the methanol vapor and the methanol, which is sorbed into the polycarbonate layer, and thus the resonance wavelength does not change further. In contrast,
even after 120 s of exposure of the polycarbonate layer to ethanol vapor, equilibrium was not reached. However, after 120 s, the signals of ethanol are larger than the signals of methanol for the same relative saturation pressure. Since the diffusion of ethanol is a lot slower, the signals at short exposure times are lower compared to methanol.

In summary, it may be said that at small concentrations the signal responses of the sensor are fast and reversible, and the dynamic responses to both analytes differ in shape when recorded over time. Therefore, a discrimination of methanol and ethanol in mixtures should be possible by measuring the signals of this single sensor setup during different times and thus by creating a virtual time channel array instead of using a real array of sensors coated with different polymers.

Mixtures. The multivariate calibration is based on the training of neural networks by the calibration data set and a subsequent prediction of the test data set. First, neural networks using all 53 time channels were investigated. The root-mean-square errors of the cross-validation and of the prediction of the independent test data set are listed in the first and fifth row of Table 1. The concentrations of the test samples were predicted with a relative RMSE of 3.32% for methanol and 4.11% for ethanol. The error of the independent test data is comparable to the error of the cross-validated calibration data for both analytes together, giving evidence that the models are highly predictive.

Although it is very tempting to use these very predictive neural nets including all available time channels, the high correlation of the time channels includes too much redundant information and thus inhibits the convergence of the model due to a very complex error surface. Use of only the set of time channels that produces the most predictive model not only improves the predictive ability of the model but also simplifies the model for the sake of easier interpretability.32–35 For the selection of the most important variables (commonly called feature selection), the greedy algorithm described before was applied to the calibration data set. As inclusion of variables depends on the randomly generated initial parameters of the neural net, the selection results of different runs can be significantly different. Thus, the greedy algorithm was repeated 400 times in total. The plot of the frequencies of occurrence of the different time channels (Figure 6) shows that the variables in three time intervals are prominent: the beginning of exposure to analyte (10–45 s), when exposure to analyte has ended and exposure to synthetic air starts again (130–140 s), and additionally 100 s after the start of exposure to synthetic air (220–230 s). The first two intervals are the easiest to interpret as in accordance with Figure 4a and b the responses to both analytes differ most during these time intervals. The time interval around 220 s can be considered as a reference signal with practically no analyte remaining.

![Figure 6. Frequency of the selection of the various time channels during the feature selection process.](image)

Table 1. Comparison of the RMSE of the Calibration and Test Data Using Different Networks and Time Channels

<table>
<thead>
<tr>
<th>time channels</th>
<th>cross-validation (×10⁻³)</th>
<th>test data (×10⁻³)</th>
<th>rel test data (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methanol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>10.6</td>
<td>7.37</td>
<td>3.32</td>
</tr>
<tr>
<td>4</td>
<td>4.27</td>
<td>4.68</td>
<td>2.11</td>
</tr>
<tr>
<td>3</td>
<td>4.46</td>
<td>4.39</td>
<td>1.97</td>
</tr>
<tr>
<td>2</td>
<td>5.06</td>
<td>4.93</td>
<td>2.22</td>
</tr>
<tr>
<td>Ethanol</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>7.09</td>
<td>9.27</td>
<td>4.11</td>
</tr>
<tr>
<td>4</td>
<td>4.74</td>
<td>5.87</td>
<td>2.60</td>
</tr>
<tr>
<td>3</td>
<td>4.30</td>
<td>5.35</td>
<td>2.37</td>
</tr>
<tr>
<td>2</td>
<td>5.32</td>
<td>6.10</td>
<td>2.70</td>
</tr>
</tbody>
</table>

The final model is obtained by a stepwise approach in which the variables are entered according to the frequency of selections, and thus, as many models are built as variables are available. Each model is evaluated by the RMSE of the cross-validation of the calibration data. The smallest error of cross-validation was obtained by the model using only three time channels. According to Table 1, row 3 and row 7, the error of cross-validation is significantly lower using the time channels 10, 30, and 130 s than the model using all time channels. It is also lower than a model using four time channels (10, 30, 130, and 230 s). Thus, the third time interval seems to contain no significant additional information. The prediction of the test data by neural nets using three time channels (topology 3-4-1) shows an excellent low relative root-mean-square error of 1.97% for methanol and 2.37% for ethanol.

The small number of variables allows an efficient sensitivity analysis. The values of two time channels were systematically varied between the measured minimum and maximum signal shifts of the time channels and the third time channel was kept constant in the middle of the measured signal shift. The neural nets of the preceding paragraph were fed with these three time channels. The concentrations calculated by the neural nets are plotted versus the two varying time channels in Figure 8. The top row of this figure shows the prediction of the concentration of methanol and ethanol, depending on the signal of the time channels 10 (x-axis) and 30 s (y-axis). The prediction of methanol is determined by the ensemble of both time channels. This is in accordance with Figure 4, which demonstrates that the sorption process of methanol has come to a steady state after 10 s. Hence, a high signal after 10 s caused by a high concentration of methanol automatically induces a high signal after 30 s. The top right plot of Figure 8 shows that the prediction of ethanol is practically not influenced by the time channel 10 s explainable by the variance of this time channel being mainly caused by the sorption of methanol (Figure 5a). Nevertheless, the prediction of ethanol is nearly linearly correlated with the signal of the time channel 30 s. The bottom row of Figure 8 shows the prediction of the concentration depending on the signal of the time channels 10 (x-axis) and 130 s (y-axis). The plane parallel to the y-axis demonstrates that the prediction of methanol is practically independent from the time channel 130 s. However, the prediction of ethanol highly depends on the signal of time channel 130 s. The plots of Figure 8 top right and bottom right are nearly identical except for the higher dynamics of time channel 130 s.

In summary, it may be said that the prediction of methanol depends on the combination of the time channels 10 and 30 s whereas the prediction of ethanol depends on the time channel 30 s and on the time channel 130 s. The similar dependencies of the predictions of ethanol on the time channels 30 and 130 s indicate that the time channel 130 s could be rendered unnecessary by calculating the concentrations of methanol using the signal of time channel 10 s and by calculation of the concentration of ethanol by the ratio of the signals after 10 and 30 s. Thus, neural networks of the topology 2-4-1 were trained using only the time channels 10 and 30 s. Table 1 demonstrates that these small networks perform well, predicting both analytes with relative errors of only 2.22% and 2.70%. The only small deterioration of the predictive ability is overcompensated by the fact that measurement time can be reduced from 130 to 30 s. In addition, shortening of the time for the polymer being exposed to the analyte results in the sorption of less ethanol into the polymers. Therefore, the
desorption of ethanol needs less time to be completed. Consequently, the time between different measurements can be considerably shortened.

**CONCLUSION**

It has been shown that the polycarbonate Makrolon provides a sensitive, stable, and reversible sensor layer, which is highly selective due to the sorption of the analytes into the micropores of the polymer. The combination of the polycarbonate as sensitive layer, the time-resolved measurements, the data analysis by neural networks, and a feature selection process allowed a quantitative multicomponent analysis of ethanol and methanol. Both analytes have been successfully quantified in mixtures with impressive low errors of 2.0% and 2.4% respectively. It was demonstrated that the measurement time could be reduced to 30 s with nearly no deterioration of the predictive ability.

More investigations will be performed on a further shortening of the measurement time by a reduction of the layer thickness by varying the concentrations of the polymer solutions during the preparation. An extension to the quantification of ternary mixtures should be possible. Additionally, other small analytes, the presence of a varying ambient humidity, and other microporous polymers will be investigated, since the principle of diffusion constants depending on size is adaptable to a broad variety of analytes.
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