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Abstract

The theoretical concepts, experimental tools, and applications of surface photovoltage (SPV) techniques are reviewed in

detail. The theoretical discussion is divided into two sections. The ®rst reviews the electrical properties of semiconductor

surfaces and the second discusses SPV phenomena. Next, the most common tools for SPV measurements and their relative

advantages and disadvantages are reviewed. These include the Kelvin probe and the use of MIS structures, as well as other less

used techniques. Recent novel high-spatial-resolution SPV measurement techniques are also presented. Applications include

surface photovoltage spectroscopy (SPS) which is a very effective tool for gap state spectroscopy. An in-depth review of

quantitative analyses, which permit the extraction of various important surface and bulk parameters, follows. These analyses

include: carrier diffusion length; surface band bending, charge, and dipole; surface and bulk recombination rates; surface state

distribution and properties; distinction between surface and bulk states; spectroscopy of thin ®lms, heterostructures and

quantum structures; and construction of band diagrams. Finally, concluding remarks are given. # 1999 Elsevier Science B.V.

All rights reserved.

1. Introduction

The surface photovoltage (SPV) method is a well-established contactless technique for the
characterization of semiconductors, which relies on analyzing illumination-induced changes in the
surface voltage. For ®ve decades, it has been used as an extensive source of surface and bulk
information on various semiconductors and semiconductor interfaces. During that time, the SPV
technique has continuously evolved: newer, better and more diverse experimental tools have emerged.
Simultaneously, more sophisticated methods and algorithms for data analysis have also appeared.
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Studies of the effects of illumination on the surface voltage had begun in the late 1940s and early
1950s with the classical articles of Nobel prize laureates Brattain and Bardeen [1±3]. Consequently,
Johnson has shown that surface photovoltage measurements may yield minority carrier lifetimes [4]
and Goodman has developed an algorithm for easy extraction of the minority carrier diffusion length
[5]. The next major breakthrough in SPV methods took place in the early 1970s, when systematic
research on the effects of sub-bandgap illumination on the surface voltage took place by Gatos et al. [6].
These researchers realized that they had invented a powerful tool for surface state characterization and
also coined the term `surface photovoltage spectroscopy' (SPS).

Brillson used SPS extensively throughout much of the 1970s and 1980s to study a great variety of
semiconductor surfaces [7]. In many of his works, he has shown that the simultaneous use of SPS with
`main stream' analytical surface techniques makes it possible to obtain an unequivocal correlation
between the chemical/structural and electronic properties of the surface. MoÈnch, Heiland, and LuÈth
were also among the ®rst outside Gatos' group to realize the potential of SPS and have utilized it for
studying Ge, Si, GaAs, and ZnO [8±10]. Speci®cally, MoÈnch has been an active user and developer of
work function techniques in general, and SPV methods in particular [11].

The 1990s have seen a renewed vigor in the development of SPV related techniques. Lagowski et al.
have scanned the SPV across an entire Si wafer, relating areas of different voltage to areas of heavy
metal contamination or to surface defects [12]. Several groups have applied scanning tunneling
microscopy (STM) [13,14] and atomic force microscopy (AFM) [15] tips for obtaining SPV
measurements with a greatly improved lateral resolution. The importance of the surface photovoltaic
effect in photoemission measurements has been pointed out [16±18], leading to both a renewed interest
in SPV and an extensive re-examination of the interpretation of many previous photoemission
experiments. Finally, the authors of this treatise have systematically applied SPV methods for the
quantitative study of buried interfaces at semiconductor heterojunctions [19±21].

Despite the great body of work, of which only the `tip of the iceberg' has been mentioned in the
preceding discussion, no single treatise devoted solely to an in-depth description of the SPV technique
has appeared. The present manuscript is intended to provide a tutorial review of both theory and
applications of SPV methods in general, and SPS in particular. We have tried to cover all aspects of the
technique, from the earliest theoretical and experimental achievements to the latest developments.

Following this brief introduction of the SPV technique and its uses, the second chapter is devoted to a
structured presentation of the physical and mathematical groundwork necessary for a comprehensive
understanding of the method. The chapter is divided into two sections. The ®rst reviews the electrical
properties of semiconductor surfaces, including gap states, surface dipoles and the surface space charge
region (SCR). These concepts are immediately put to use in the following section, devoted to principles
of the surface photovoltaic effect.

The third section of the review is devoted to a survey of the experimental methods available for
carrying out SPV experiments. It begins with a detailed discussion of the two most important SPV
measurement methods, namely, the Kelvin probe and the capacitive pick-up technique. Other
techniques are then reviewed, including high lateral resolution STM- and AFM-based approaches.

Having laid down both the theoretical and experimental groundwork of the SPV technique, the fourth
chapter deals with fundamentals of SPS experiments. It describes the most basic analyses of SPV
spectra, namely, the determination of semiconductor type (p or n) and bandgap energy, and the
identi®cation of gap states. Various applications of the basic analysis are reviewed. A special section is
devoted to the analysis of potential artifacts and to means of avoiding them.
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The ®fth section of this review article describes advanced analyses of SPV experiments. These
analyses offer detailed quantitative information about semiconductor surface, interface, and bulk
properties, including: carrier diffusion length; surface band bending, charge, and dipole; surface and
bulk carrier recombination rates; surface state distribution and properties; distinction between surface
and bulk states; band-bending and defects in thin ®lms and heterostructures; heterojunction band offsets
and band diagrams; and energy levels in quantum structures.

The sixth and ®nal section of this review is devoted to concluding remarks.

2. General theory

2.1. Electrical properties of semiconductor surfaces

2.1.1. Fundamental concepts

This section is aimed to serve as a brief introduction to the electrical properties of semiconductor
surfaces, as well as to lay a solid foundation of de®nitions, concepts, and equations for the subsequent
sections. For our introductory purposes, we loosely rely mostly on the excellent books by Many et al. [22],
MoÈnch [23], LuÈth [24], and Sze [25]. The reader is referred to these books for a more detailed discussion.

In general, a surface is de®ned as a boundary of media with different physical properties. For
example, the surface between a semiconductor and vacuum or gas is referred to as a `free surface', or
just a `surface'. The surface between a semiconductor and another solid is usually referred to as an
`interface'. However, we shall sometimes use the term `surface' to denote any boundary.

The termination of the periodic structure of a semiconductor at its free surface may form surface-
localized electronic states within the semiconductor bandgap and/or a double layer of charge, known as
a surface dipole (see Sections 2.1.2 and 2.1.4 below, respectively). The appearance of surface-localized
states induces charge transfer between bulk and surface in order to establish thermal equilibrium
between the two. The charge transfer results in a non-neutral region (with a non-zero electric ®eld) in
the semiconductor bulk, usually referred to as the surface space charge region (SCR). This region may
extend quite deeply into the bulk. Similar considerations apply to a semiconductor interface.

For a mathematical analysis, we assume that the lateral dimensions are much larger than the vertical
ones. We therefore adopt a one-dimensional analysis. First, we solve the Poisson equation, which
relates the electric potential to the electric charge:

d

dx
�s�x� dV�x�

dx

� �
� ÿ��x�; (2.1)

where x is the coordinate, V�x� is the electric potential, ��x� is the charge density in the SCR, and �s�x�
is the dielectric permittivity of the semiconductor. The `physics' in Eq. (2.1) rests in the proper identi-
®cation of the static charge density and the dependence of the mobile charge on the electric potential.

To understand non-equilibrium phenomena, one must additionally solve the continuity equations for
electrons and holes:

@n

@t
� 1

e

dJn

dx
� Gn ÿ Rn; (2.2a)

@p

@t
� ÿ 1

e

dJp

dx
� Gp ÿ Rp; (2.2b)
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where n�p� is the electron (hole) density, Jn�Jp� is the electron (hole) current density, Gn�Gp� is the net
electron (hole) generation rate per unit volume, Rn�Rp� is the net electron (hole) recombination rate per
unit volume, and e is the (absolute value of the) electron charge. All variables are, in general, functions
of time and coordinate. Eqs. (2.2), as such, are merely mathematical formalisms which express the law
of charge conservation. In order for the equations to lead to meaningful physical information, one must
have suf®cient knowledge of generation, recombination, and current mechanisms. Generation/
recombination mechanisms are discussed in subsequent sections. The electron and hole currents are
typically expressed in terms of the drift±diffusion approximation:

Jn � ÿe�nn
dV

dx
� eDn

dn

dx
; (2.3a)

Jp � ÿe�pp
dV

dx
ÿ eDp

dp

dx
; (2.3b)

where �n��p� is the electron (hole) mobility and Dn�Dp� is the electron (hole) diffusion coef®cient. In
Eqs. (2.3), the ®rst current term represents drift and the second diffusion. Other current mechanisms,
e.g., tunneling, hopping conductivity, etc., may also be included by means of additional expressions.

In equilibrium, the electron and hole densities in a non-degenerate semiconductor may be expressed
as:

n � ni exp
EF ÿ EFi

kT

� �
; p � ni exp

EFi ÿ EF

kT

� �
; (2.4)

where EF is the Fermi level, ni is the intrinsic electron (and hole) carrier density, and EFi is the intrinsic
Fermi level, which is situated close to midgap. The intrinsic Fermi level follows changes in the electric
potential since it retains its relative position with respect to the band edges. Therefore:

dEFi

dx
� ÿ edV

dx
: (2.5)

Since in equilibrium Jn � Jp � 0, using Eqs. (2.4) and (2.5) in Eqs. (2.3) yields the well-known
Einstein relation:

Dn;p

�n;p
� kT

e
; (2.6)

as well as the Boltzmann relations:

n�V2� � n�V1� exp
e�V2 ÿ V1�

kT

� �
; p�V2� � p�V1� exp

ÿe�V2 ÿ V1�
kT

� �
; (2.7)

where the subscripts `1' and `2' correspond to two points in the sample.
Under non-equilibrium conditions, the Fermi level is not de®ned and therefore Eq. (2.4) is rendered

invalid. However, under most circumstances it may be replaced with the approximation [22,26]:

n � ni exp
Fn ÿ EFi

kT

� �
; p � ni exp

EFi ÿ Fp

kT

� �
; (2.8)

where Fn and Fp are known as the electron and hole quasi-Fermi levels, respectively. While Eq. (2.8)
retains the functional form of Eq. (2.4), Fn and Fp are not equal, except at equilibrium where both
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reduce to EF. For example, if free electron±hole pairs are generated (e.g., by super-bandgap
illumination), Fn moves upwards whereas Fp moves downwards in the bandgap. Hence, the energy
difference Fn ÿ Fp is frequently used as a measure of deviation from equilibrium [26]. Moreover, using
Eqs. (2.5) and (2.8), Eqs. (2.3) reduce to the compact form:

Jn � n�n

dFn

dx
; Jp � p�p

dFp

dx
: (2.9)

It should be emphasized that Eqs. (2.3) and (2.9) are absolutely equivalent. The choice of either one
depends solely on whether one prefers to work with charge densities or Fermi level positions.

The Poisson equation (Eq. (2.1)) and the two continuity equations (Eq. (2.2)) form a set of three
coupled differential equations for three unknown functions of the x coordinate: The electric potential,
the electron density, and the hole density. Speci®cally, Eqs. (2.1)±(2.3) are the starting point for most
considerations of photovoltaic phenomena. In special cases, these equations may be solved analytically.
For many other cases, a numerical solution is required. The numerical solution of Eqs. (2.1) and (2.2)
was discussed in detail by, e.g., Selberherr [27].

2.1.2. Gap states

The periodic structure of an ideal crystalline semiconductor results in the appearance of allowed
energy bands separated by forbidden energy gaps. In the allowed bands, the probability of ®nding an
electron in any unit cell is equal because of the perfect three-dimensional translational symmetry.
However, even an ideal termination of the semiconductor eliminates this symmetry in the direction
perpendicular to the surface. Therefore, the unit cells next to the surface are, in general, not equivalent
to those in the bulk and states which are localized in the vicinity of the surface may arise.

The formation of surface-localized states typically involves additional, more complex phenomena
which make the surface unit cells not equivalent to the bulk cells. These include: `Dangling bonds', i.e.,
the formation of surface atoms with no upper atom to bind to; surface reconstruction or relaxation, i.e.,
a change in the position and/or chemical bonding con®guration of surface atoms, which minimizes the
surface energy; steps and kinks at the surface; impurity atoms adsorbed on the surface, etc. Localized
states may also arise at semiconductor interfaces for ostensibly the same reasons.

A ®rst principles calculation of surface or interface state properties is an extremely dif®cult task.
Consensus has been reached only on a very limited number of special surfaces after intensive
investigations and debates. Hence, for practical purposes, the electrical and optical behavior of surface
states is typically characterized by a set of phenomenological parameters which may be determined
experimentally. For ab initio calculations, the interested reader is referred to, e.g., [28]. In our text, the
phenomenological approach is used throughout.

We de®ne three surface-state related parameters: the surface state density, Nt (measured in states per
unit area), electron (hole) occupation, nt�pt� (measured in charge carriers per unit area), where
nt � pt � Nt, and the surface state energy, Et. The three quantities de®ned above are related via standard
Fermi±Dirac statistics, namely:

nt � Nt

1� gt exp��Et ÿ EF�=kT � ; (2.10)

where gt is the degeneracy factor of the surface state, k the Boltzmann constant, and T the temperature.
It is always possible to de®ne an effective surface state energy, E0t � Et � kT ln gt, such that Eq. (2.10)
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reduces to:

nt � Nt

1� exp��E0t ÿ EF�=kT � : (2.11)

Eq. (2.11) is almost always preferred over Eq. (2.10) since it alleviates the need of knowing gt. To
simplify the notation, we shall henceforth use Et to indicate the effective surface state energy level.

The dynamic properties of the surface states, i.e., their rates of charge transfer to and from the bulk
bands, are usually modeled by means of the well-known Shockley±Read±Hall (SRH) statistics [29].
The possible electron and hole transitions are shown schematically in Fig. 1. Due to thermal excitation,
electrons may be excited from the surface state into the conduction band at a rate of gth

n ; conduction
band electrons may be captured in the surface state at a rate of rth

n . If the semiconductor is illuminated,
absorbed photons may excite electrons from the surface state to the conduction band at a rate of gopt

n .
All rates are per unit volume. Completely analogous expressions may be written for surface state-
valence band transitions, if n is replaced by p, `electrons' by `holes' and `conduction' by `valence'.
Each hole transition may be described by an equivalent electron transition. For example, thermal
generation of a hole from a surface state to the valence band is equivalent to thermal generation of an
electron from the valence band to the surface state. Fig. 1(a) features a mixed representation, where the
arrows point in the direction of electron transfer to the conduction band and hole transfer to the valence
band. In Fig. 1(b) all arrows point in the direction of electron transitions.

All of the above transition rates may be expressed in terms of more fundamental quantities: The
electron thermal generation rate must be proportional to the density of electrons in the surface state. If
the semiconductor is non-degenerate, most of the electron states in the conduction band are empty, so
that the electron concentration in the conduction band does not have to be taken into account. Denoting
the proportionality constant as en (emission coef®cient for electrons), we obtain:

gth
n � ennt: (2.12)

Similarly, the optical generation rate must be proportional to nt, but also to I, the incident photon ¯ux.
Denoting the proportionality coef®cient as �opt

n , we obtain:

gopt
n � �opt

n Int: (2.13)

Fig. 1. Schematic representation of surface state-band transitions: (a) Mixed electron/hole representation. (b) Electron

representation.
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The electron recombination rate depends on the conduction band electron density (per unit volume) at
the semiconductor surface, ns, but also on the density of available empty sites at the surface state, pt.
Denoting the proportionality constant by cn (capture coef®cient for electrons), we obtain:

rth
n � cnnspt: (2.14)

Again, analogous expressions may be formulated for the hole transition rates.
The two parameters cn and en are not independent: Under thermal equilibrium (indexed by `0'), the

relation gth
n0 � rth

n0 must be valid. Using Eqs. (2.12) and (2.14), and assuming cn and en are independent
of surface-state occupation, we obtain:

en � cnns0pt0

nt0

� cnn1; (2.15)

where n1 is a proportionality constant measured by inverse volume units. The above assumption should
be approached with caution. For example, a large change in the electric ®eld may increase the effective
emission rate considerably due to Poole±Frenkel emission and/or phonon-assisted tunneling. However,
under most typical situations the emission/capture rates change by signi®cantly less than an order of
magnitude [30]. Using Boltzmann statistics (appropriate for non-degenerate materials) for the various
quantities in Eq. (2.15) and its hole equivalent, one can additionally show that:

n1 � Nc exp
�Et ÿ Ec�

kT

� �
; p1 � Nv exp

�Ev ÿ Et�
kT

� �
; (2:16�

where Nc (Nv) is the effective density of states in the conduction (valence band).
It can be further shown [31] that cn may be expressed in the form:

cn � knvn; (2.17)

where kn is de®ned as the thermal cross-section for electrons (and has units of area) and vn is the
average electron thermal velocity. Relation (2.17) may be intuitively understood as follows. The
capture cross-section should be proportional to the average electron thermal velocity. The larger
the latter is, the more volume the electron `covers' in a given time span and the larger is its proba-
bility of getting caught in a surface state-related attractive potential. The thermal cross-section may
therefore be interpreted as the `effective target area' of the surface state. The probability of electron
capture is effectively approximated as one inside this area and zero outside it. Similarly, the �opt

n

coef®cient given in Eq. (2.13) may be de®ned as an optical cross-section ± the effective target area for a
photon to induce an electron transition to the conduction band. Both the thermal and optical cross-
sections exhibit values which range over many orders of magnitude, depending on the charge of the
state involved and its exact potential structure. It is interesting to note that for an uncharged state, the
thermal cross-section of a gap state is approximately the same as its physical cross-section ± about
10ÿ15 cmÿ3 [30].

Under the model presented here, all surface-state properties of practical experimental interest may be
expressed in terms of six parameters: the surface-state density, energy level, electron and hole thermal
cross-sections, and electron and hole optical cross-sections. Note that the thermal cross-sections may
depend on temperature and the optical cross-sections may depend on incident photon energy.

So far, only surface gap states have been discussed. However, a local defect in the bulk structure
(e.g., an impurity atom, a vacancy, an interstitial atom, or an exchange in site between two different
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atoms) may also induce a localized gap state. If the surface state density and occupation in Eqs. (2.10)±
(2.14) are replaced by volume densities, then the obtained relations are valid for a bulk defect gap state
as well. In fact, SRH statistics were ®rst developed for bulk defects [29]. An important application of
SRH statistics is determining the steady-state net recombination rate due to a defect gap state [31]. In
steady state, as opposed to equilibrium, the electron (or hole) generation and recombination terms do
not have to cancel each other out since a net generation or recombination rate is possible. However,
under steady-state conditions nt must remain constant, so that its net carrier exchange rate with the
conduction band must be equal to that of the valence band, and is denoted by R. Using this condition
with Eqs. (2.12) and (2.14) and solving for nt, we obtain:

nt � cnn� cpp1

cn�n� n1� � cp�p� p1�Nt: (2.18)

After some additional algebraic manipulation, the well-known SRH recombination expression is
obtained:

R � npÿ n2
i

�1=cpNt��n� n1� � �1=cnNt��p� p1� ; (2.19)

where in the case of surface recombination n; p should be replaced with ns; ps.
In the case of bulk recombination, the coef®cients 1=�cnNt� and 1=�cpNt� have units of time and are

denoted by �n and �p, respectively. In the case of surface recombination, the same coef®cients have
units of (velocity)ÿ1 and are denoted by sÿ1

n and sÿ1
p , respectively. �n and �p are known as the minority

carrier lifetimes since, e.g., in the case of excess electrons in a p-type material and under the
assumption of low injection (i.e., the number of excess carriers is much smaller than the original carrier
concentration), Eq. (2.19) reduces to:

R � �n

�n

: (2.20)

A similar expression exists for holes in an n-type material. Thus, �n��p� may be physically interpreted
as the average `survival' time for an excess electron (hole) prior to its recombination. For surface
recombination, we similarly obtain:

R � sn�ns: (2.21)

Here, sn � cnNt and sp � cpNt are known as the surface recombination velocities for minority carriers.
Physically, if electrons moved towards the surface at a constant velocity, it should be equal to sn so that
their rate of increase at the surface due to that motion would equal to the rate of their decrease at the
surface due to recombination. It is important to note that �n; �p or sn; sp only pertain to the case of low
level injection of minority carriers. For other cases, notably a high injection level and/or an intrinsic
semiconductor, different de®nitions of lifetimes or surface recombination velocities need to be used in
Eqs. (2.20) or (2.21). Therefore, one must exercise extreme caution when using a constant parameter,
such as `lifetime' or `surface recombination velocity' as indicative of the properties of the bulk or
surface recombination rates under any conditions.

Finally, we note that the charge within any gap state is given by:

Qt � e�Nt ÿ nt�; for donor states; Qt � ÿent; for acceptor states: (2.22)
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For an energy distribution of gap states, Eq. (2.22) may be generalized to the form:

Qt � e
X

d

�Nd
t ÿ nd

t � ÿ
X

a

na
t

" #
; for discrete states (2.23a)

Qt � e

Z
d

Nd
t �E� ÿ nd

t �E�
ÿ �

dE ÿ
Z

a

na
t �E� dE

� �
; for continuous states; (2.23b)

where the indices `d' and `a' denote donor and acceptor states, respectively. The effective optical and
thermal cross-sections of a continuously distributed state may also be obtained by appropriate integrals.

2.1.3. Surface space charge region

The charge found in surface states is clearly supplied by the underlying bulk. We therefore expect the
carrier density in the vicinity of the surface to deviate from its equilibrium value and result in a surface
space charge region (SCR). The surface may be found in three different regimes: (a) accumulation,
where the majority carrier concentration at the surface is larger than its bulk value, (b) depletion, where
the majority carrier concentration at the surface is smaller than its equilibrium value, but larger than the
minority carrier concentration at the surface, and (c) inversion, where the majority carrier concentration
at the surface is smaller than the minority carrier concentration at the surface.

According to the Poisson equation (Eq. (2.1)), a non-equilibrium carrier density implies a non-zero
electric ®eld and potential. Therefore, even under equilibrium conditions the surface potential, denoted
as Vs, is different from the electric potential far away in the bulk. This means that the semiconductor
bands are bent in the vicinity of the surface. By de®nition, the energy band is lower the higher the
electrical potential is, so that a positive Vs corresponds to downward-bent bands.

Within the scope of this review, we are interested primarily in Vs and not in the exact `shape' of the
surface SCR, i.e., the dependence of the electric potential on the coordinate [22±24]. The reason is that
only Vs, and not the entire potential pro®le, is measured in a surface photovoltage experiment, as
described in detail in the next section and chapter. For a given set of semiconductor bulk and surface
properties, the value of Vs is dictated by the charge conservation rule:

Qss � ÿQsc; (2.24)

where Qss is the net surface charge and Qsc is the net charge in the SCR (both per unit area). This is
because the underlying crystal is the sole supplier of the surface charge. For calculating Vs, we must
know how Qss and Qsc depend on it.

We start with the dependence of Qss on Vs as it is quite simply derived from Fermi±Dirac statistics:
Since the surface states have a ®xed energy distance from the band edges, their energy distance from
the Fermi level changes in the presence of band bending. We denote the Fermi-level to state-energy
interval in the absence of band bending by �Et ÿ EF�0. Then:

Qss � eNt 1ÿ 1

1� exp Et ÿ EF� �0ÿeVs

ÿ �
=kT

� �( )
; for a donor state: (2.25a)

Qss � ÿeNt

1

1� exp Et ÿ EF� �0ÿeVs

ÿ �
=kT

� � ; for an acceptor state: (2.25b)
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If multiple states are present, the total charge may be found by summation and integration as in
Eq. (2.23). Note that Qss may also have a ®xed (and hence Vs independent) component which is the
result of adsorbed ionized species.

We now consider the dependence of Qsc on Vs, based on the treatment by Sze [25]. We focus our
attention on a p-type semiconductor because the results for an n-type semiconductor may be easily
completed by analogy. In the presence of both donors and acceptors, the total (static and dynamic)
charge density may be expressed as:

��x� � e�Nd ÿ Na � pÿ n�; (2.26)

where Nd �Na� is the donor (acceptor) density, assumed to be uniform. If the semiconductor is non-
degenerate, we obtain the relation of the electron and hole densities in the SCR to their densities in the
quasi-neutral bulk from the Boltzmann relations (Eq. (2.7)):

n�x� � nb exp
eV�x�

kT

� �
; p�x� � pb exp

ÿeV�x�
kT

� �
: (2.27)

Moreover, in the quasi-neutral region the net charge density is zero so that:

Nd ÿ Na � nb ÿ pb; (2.28)

where the index `b' denotes the bulk. Placing expressions (2.26)±(2.28) in the Poisson equation
(Eq. (2.1)) we obtain:

d2V

dx2
� ÿ e

�
� pb�eÿeV=kT ÿ 1� ÿ nb�eeV=kT ÿ 1��: (2.29)

We denote the position of the surface by x � 0, with the semiconductor extending towards the positive x
axis. We choose the potential at in®nity as zero. Because at in®nity the semiconductor is quasi-neutral,
the electric ®eld, E, which by de®nition equals ÿdV=dx, must also be zero there.

For obtaining an explicit expression for Qsc, Eq. (2.29) is integrated from the bulk toward the surface
using the above boundary conditions, yielding an expression for the surface electric ®eld, Es. Once Es is
known, Qsc is obtained by using the relation Qsc � ÿ�sEs. The latter relation is a direct result of the
Gauss theorem, where one side of the Gauss surface is located at the quasi-neutral region and the other
at x � 0�, i.e., just outside the semiconductor surface. The ®nal result of this procedure is:

Qsc � �
���
2
p

�skT

eLD

F
eV

kT
;
nb

pb

� �
; (2.30)

where LD �
������������������������
kT�s=�e2pb�

p
is the Debye screening length (for holes, in this case) and:

F
eV

kT
;
nb

pb

� �
� eÿeV=kT � eV

kT
ÿ 1

� �
� nb

pb

eeV=kT ÿ eV

kT
ÿ 1

� �� �1=2

; (2.31)

where the positive (negative) sign corresponds to Vs > 0 �Vs < 0�.
Vs may be found by solving Eq. (2.24), where the left hand side is replaced by Eq. (2.25) and the

right hand side is replaced by Eq. (2.30). Much physical intuition is obtained if this solution is
performed graphically by plotting both Qss and Qsc versus Vs on the same graph [23,32,33]. An example
is shown in Fig. 2, which features such a graphical solution for a hypothetical 1016 cmÿ3 p-type InP
sample with surface donor states of varying density and energy position. All three regimes discussed
above ± accumulation, depletion, and inversion ± are clearly manifested in the Qsc versus Vs curve. The
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three regimes are easily distinguished because they are dominated by different terms in Eq. (2.31). In
the accumulation and inversion regimes, the ®rst and fourth terms in Eq. (2.31) dominate, respectively.
Hence, Qscj j ' exp�e Vsj j=2kT� in both cases. In the depletion regime, however, the second term
dominates and thus Qscj j ' ��������

Vsj j
p

.
The graphical solution also demonstrates that the higher surface state density is, the larger the band

bending is. This is because more charge transfer from surface to bulk is necessary for achieving
equilibrium. In addition, the higher the donor state is within the bandgap, the larger the band bending is
because a larger change in the surface Fermi level position is required for the surface state population to
change appreciably.

Several additional comments are in order. First, in the depletion regime the same square root
dependence obtained from Eq. (2.31) would have been obtained had mobile charges been neglected a
priori. An often used approximation, known as the depletion approximation, assumes that the region in
which the mobile carriers are negligible ends abruptly at a distance w from the surface. Hence:

Qscj j ' e Na ÿ Ndj jw; (2.32)

Combining Eq. (2.32) with the form of Eq. (2.30) appropriate for the depletion regime one obtains:

w �
���������������������

2�sVs

e Na ÿ Ndj j

s
: (2.33)

For reasonable values, e.g., Vs � 0:4 V, �s � 11:8�0 (silicon), and Na ÿ Ndj j � 5� 1015 cmÿ3, we
obtain w � 0:3 mm. This result reveals the striking in¯uence of surface states on the semiconductor
bulk: states localized over no more than several monolayers affect the semiconductor electrically even
several thousand monolayers away from the surface.

Fig. 2. Graphical determination of Vs for a hypothetical 1016 cmÿ3 p-type InP sample with surface denor states. Solid curve:

Dependence of jQscj on Vs. Dashed curves: Dependence of Qss on Vs with (a) Nt � 1012 cmÿ2, (Et ÿ EF�0 � 0:5 eV. (b)

Nt � 1012 cmÿ2, (Et ÿ EF�0 � 0:7 eV. (c) Nt � 2 � 1011 cmÿ2, (Et ÿ EF�0 � 0:5 eV:
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Second, Eq. (2.30) is recast in several equivalent mathematical forms in the literature. A common
one is the one given by Kingston and Neustadter [34], who have solved the Poisson equation (Eq. (2.1)),
where the mobile charge densities are expressed in terms of the energy distance between the Fermi
level and the intrinsic Fermi level, normalized to kT=e, namely:

n � nie
ÿu; p � nie

u; where u � e EF ÿ EFi� �
kT

: (2.34)

Using the same approach outlined above, they obtained:

Qsc � �
���
2
p

�skT

eLD

F us; ub� �; (2.35)

where LD �
�����������������������
kT�s=�e2ni�

p
is the intrinsic Debye screening length and F us; ub� � � sinh ub ub ÿ us� �ÿ�

cosh ub ÿ cosh us� ��1=2
. The subscripts `s' and `b' have their usual meaning of surface and bulk,

respectively, and Vs � �kT=e� � �us ÿ ub�. It should be emphasized that Eqs. (2.30) and (2.35) are
absolutely equivalent. Like Eqs. (2.3) and (2.9), they are the charge densities and Fermi level position
representations, respectively. Other hybrid forms of Eqs. (2.30) and (2.35) are also commonly used in
the literature.

Third, the detailed analysis presented above may be readily extended to cover more general cases at
the expense of more complicated mathematics. For example, if the semiconductor is degenerate the
expressions in Eq. (2.27) must be replaced by the appropriate Fermi±Dirac expressions [23,24]. When a
very strong accumulation or inversion is obtained, majority or minority carriers, respectively, are
con®ned in a very narrow layer. Under such conditions they are typically considered in terms of a two-
dimensional carrier gas. The semi-classical approach presented here then fails and one must resort to a
simultaneous solution of the Poisson and SchroÈdinger equations [23,24].

Fourth, another generalization of particular importance arises when the semiconductor bulk contains
a non-negligible amount of deep acceptors or donors (or when the temperature is suf®ciently low so that
not all of the shallow donors/acceptors are completely ionized). In this case, the appropriate donor and
acceptor terms in Eq. (2.26) should not be taken as constant but rather should be represented by charge
terms similar to Eq. (2.25) (for volume densities, of course) [22]. The effect of deep states is usually
negligible in the accumulation and inversion regimes, where Eq. (2.26) is dominated by mobile, rather
than static, charges. However, it may be very signi®cant in the depletion regime [35].

2.1.4. Surface dipoles

In addition to surface states, another important phenomenon associated with a semiconductor surface
is the surface dipole. Despite its importance, this phenomenon has received considerably less attention
than surface state phenomena. Since surface dipole considerations play an important role in some
analyses of SPV experiments, it is the purpose of this sub-section to introduce the relevant concepts in
an orderly manner.

At a free surface, a `tail' of the surface-localized electron wave functions `spills out' into the
vacuum. Therefore, the region just outside the surface has a net negative charge, whereas the region just
inside the surface is left with a net positive charge [36]. The separation of positive and negative charges
over atomic distances is, by de®nition, a microscopic dipole. This dipole creates a ®eld which opposes
further electron transfer into the vacuum. Electrons reaching the surface are repelled by the negative
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charge outside the material and attracted by the positive charge inside the material. Thus, an abrupt
potential barrier for electrons attempting to leave the semiconductor is formed. This barrier is usually
characterized by means of the electron af®nity, �, de®ned as the energy needed to release an electron
from the conduction band into vacuum.

At a real semiconductor surface, the effective surface barrier is not determined solely by the `spill-
out effect'. Many additional microscopic dipole contributions are possible due to different surface
effects. As noted in Section 2.1.2, the surface may be relaxed or reconstructed. The exact arrangement
of the atomic positions may affect the `center of gravity' of the charge in the chemical bond between
the atoms and hence create a surface dipole. Moreover, a change in atomic positions may create an
`electron smoothing-out effect' in which for a more open surface, electron wave function tails tend to
`®ll in' the gaps between atoms, another cause for a surface dipole [36]. Ranke and co-workers have
shown that the effective electron af®nity undergoes notable changes with surface orientation for Si, Ge,
and GaAs [37]. They concluded that in these cases the atomic contribution dominates over the
electronic contribution to the surface dipole. Local stoichiometry changes at the semiconductor surface
may also create a surface dipole. An adsorbate layer may also result in a surface dipole, the magnitude
of which depends on the ionicity of the adsorbate±substrate bond. The ionicity is related to the
difference in electronegativity between the adsorbate species and the semiconductor substrate [11].
Partial charge transfer between the adsorbate and a gap state may likewise cause a surface dipole and is
also governed by the degree of ionicity of the bond [11].

As in the case of gap states, a dipole layer is not limited to semiconductor surfaces, but also appears
at semiconductor interfaces. Any change in the structure and/or chemistry of interface atoms with
respect to bulk ones may result in an interface dipole. For example, Nicolini et al. have shown, both
theoretically and experimentally, that the local Zn/Se relative concentration at the heterovalent ZnSe/
GaAs(0 0 1) interface has a direct in¯uence on the dipole at that interface [38]. Partial charge transfer
at a metal/semiconductor or a semiconductor/semiconductor interface (e.g., due to `tails' of interface
state wave functions) may also result in an interface dipole [39±41].

Lambrecht et al. [41] have correctly pointed out that the term `interface dipole' has been used rather
liberally in the literature with different and ambiguous de®nitions by different authors. In order to
unequivocally de®ne the terminology used in this article, we invoke the concept of a local vacuum
level, El, de®ned (following Marshak [42]) as the energy of an electron at a given point if it were at
rest and free from the in¯uence of the crystal potential (which determines the band structure). It is
important to understand the difference between the local and the absolute vacuum level: The absolute
vacuum level is de®ned as the reference energy of an electron at rest which is situated very far from the
semiconductor so that it is `unaware' of the existence of the semiconductor. At the local vacuum level,
the electron at rest is free from the crystal microscopic potentials caused by the atomic forces, but not
from macroscopic potentials, e.g., those due to the electric ®eld at a SCR.

The local vacuum level concept may also be understood by the following `gedanken' experiment:
Suppose electrons are liberated from the conduction band of a hypothetical semiconductor sample,
which consists of a p±n homojunction buried deep within the sample. Furthermore, suppose that the
surfaces are ideal so that the only SCR is due to the p±n junction, as in Fig. 3 and that the two surfaces
are exactly equivalent, so they have the same effective electron af®nity. Consequently, the two
electrons, liberated into vacuum from the conduction band at both sides of the junction, must have
energies differing by the amount of energy necessary to overcome the potential barrier so as to bring the
electron from one surface to the other. Hence, it is clear that the local vacuum level must follow any
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changes in the electric potential along the sample. This reasoning naturally leads to the de®nition of the
electron af®nity as � � El ÿ EC. According to this de®nition, � is really a bulk quantity in the sense
that it is the amount of energy necessary to remove an electron from the conduction band at a point
inside the crystal into vacuum. However, in reality it is, of course, impossible to remove an electron into
vacuum without ®rst bringing it to the surface. At the surface, the effective electron af®nity, �� , may
differ from that of the bulk due to the various surface dipole effects discussed above. A complete
schematic band diagram of a semiconductor surface SCR is shown in Fig. 4. Using the ®gure, we
observe that the surface dipole, ��s, manifests itself as a step in the local vacuum level, i.e., in the
electric potential at the surface because the potential changes abruptly over several monolayers. This is
in contrast to the macroscopic dipole created by the surface states and surface SCR, also shown in
Fig. 4. In the latter case, the average separation between the positive �Qss� and the negative �Qsc�
charges is not on an atomic scale, and the electric potential changes gradually. For consistency with the
sign convention of the surface voltage, we de®ne the surface dipole as positive if the local vacuum level
drops when passing from the semiconductor into vacuum. Thus, the dipole is positive if its positive side
points outwards. Using Fig. 4, we also de®ne the work function at the semiconductor surface in

Fig. 3. Schematic diagram of the local vacuum level in a hypothetical p±n junction.

Fig. 4. Schematic diagram of the electronic band structure at a semiconductor surface.
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equilibrium, Ws, as the energy separation between the Fermi level and the local vacuum level at the
surface. Ws may be expressed in the form:

Ws � Ec ÿ EF� �bÿeVs � �ÿ��s � Ec ÿ EF� �bÿeVs � ��: (2.36)

An estimate of the relation between the dipole moment and the magnitude of the potential step at the
surface is easily established with the aid of Fig. 5 [24]. Consider an ordered dipole layer, oriented at an
angle � with respect to the surface, with a dipole moment �p � ed, where d is the length of the dipole.
The electric ®eld inside the double layer is the same as in a parallel-plate capacitor, i.e.,

E � eN

�
; (2.37)

where N is the dipole density. The voltage is given by:

��sj j �
Z

E � dx � Ed cos �: (2.38)

Combining Eqs. (2.37) and (2.38) yields:

��s � Ned cos �

�
� N�p cos �

�
: (2.39)

Eq. (2.39) is only an estimate because the dielectric coef®cient of the dipole layer, �, is an ill-de®ned
property since the dipole layer is not a bulk entity. Moreover, if the dipole layer is not perfectly ordered,
the angle � should be considered as an average angle.

Finally, we note that the same physical mechanism (e.g., surface reconstruction) may lead to both
surface states and surface dipole. Nevertheless, the impact of these two effects on the electrical band
diagram is profoundly different. Hence, from an electrical point of view they should be analyzed
separately, as given here.

2.1.5. Interface space charge regions

In this section, we look into the SCR of several important structures, namely metal±insulator±
semiconductor (MIS) structures, metal±semiconductor junctions and semiconductor±semiconductor
junctions.

As discussed in the following chapters, MIS structures are of much importance in SPV
measurements. Hence, the differences and similarities between the SCR of a MIS structure and that

Fig. 5. Schematic diagram of a surface dipole layer.
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of a free surface merit some elaboration. A MIS structure consists of an insulating layer sandwiched
between a metallic layer and a semiconducting material. The insulating layer may be solid but may also
be simply air or vacuum. The metallic layer is connected to the back side of the semiconducting
material via an external voltage source.

Even if surface states are not present anywhere in the structure and the external voltage source is set
at null, a SCR is still expected in the semiconducting material, extending from the semiconductor-
insulator interface into the bulk of the semiconductor. The reason is that due to the different work
functions of the semiconductor and the metal, charge must be transferred between them in order for
their Fermi levels to equilibrate. A schematic band diagram of such a structure `before' and `after' the
establishment of a contact between metal and semiconductor in this ideal case is given in Figs. 6(a),(b),
respectively. The surface SCR is further affected if surface states do exist, as discussed in Section 2.1.3
above, as well as by an external bias between the metal and semiconductor. Thus, it is necessary to ®nd
out how to calculate the surface voltage in the general case, a schematic band diagram of which
(neglecting interface dipoles) is given in Fig. 6(c).

In the MIS case, Eq. (2.24), the charge neutrality condition of the free surface, is replaced by the
more general charge neutrality condition:

Qm � Qsc � Qss � 0; (2.40)

where Qm is the charge density on the metal±insulator surface. However, Eqs. (2.25) and (2.30),
describing the dependence of Qss and Qsc, respectively, on Vs are still valid. Using the Gauss theorem it

Fig. 6. Schematic band diagram of a MIS structure: (a) No surface states, before metal±semiconductor contact. (b) No surface

states, after contact, with zero external bias, (c) general case, with non-zero external bias.
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is easy to ®nd that:

Qm � �insEins � �insVins

dins

� Qm � CinsVins; (2.41)

where �ins;Eins;Vins; dins, and Cins are the dielectric permittivity, electric ®eld, voltage, thickness, and
capacitance per unit area of the insulating layer, respectively. Furthermore, using Fig. 2.6(c), we ®nd
the relation:

ÿeVins � eVs � �m ÿ �s ÿ eVG; (2.42)

where �m is the metal work function, �s the work function of the semiconductor in the absence of band
bending, and VG the external bias. Note that dipoles present at any interface induce steps in the local
vacuum level in the band diagram of Fig. 6(c). However, those are usually overlooked in the MIS
literature because they are typically absorbed in �m ÿ �s. Expressing Qm as an explicit function of Vs

via Eqs. (2.41) and (2.42), Eq. (2.40) may be reduced to an equation for Vs alone.
Note that Eq. (2.41) shows that the charge on the metal decreases with decreasing insulator

capacitance. This means that in the case of a vacuum or air gap, Vs of the free surface and Vs of the MIS
structure are practically identical if the metal is suf®ciently removed from the surface because Qm is
negligible, so that Eq. (2.40) reduces to Eq. (2.24).

We next discuss rectifying metal±semiconductor junctions [25]. (Ohmic metal±semiconductor
junctions are not considered here since usually no signi®cant space charge effects are associated with
them). Such junctions may be thought of as a limiting case of the MIS structure, with the thickness of
the insulating layer approaching zero. The limiting case in the absence of interface states (known as the
Schottky limit) is shown in Fig. 7(a). A potential barrier, �b, known as the Schottky barrier, is formed
between the metal and the semiconductor and is responsible for the rectifying properties of the junction.
Using Fig. 7(a), it is clear that in this limit, for the n-type semiconductor depicted in the diagram,
�b � �m ÿ �.

The extreme opposite case, where there is a very high density of interface states (known as the
Bardeen limit), is depicted in Fig. 7(b). Here, the interface state density is large enough so that the
change in surface voltage when moving from the free semiconductor surface to the metal±
semiconductor interface is practically negligible since Qm � Qss (assuming, of course, that the nature
of the surface and interface states is the same). In such a case, the Fermi level at the interface is referred

Fig. 7. Schematic band diagram of a rectifying metal±semiconductor junction: (a) No interface states (Schottky limit), (b)

High interface state density (Bardeen limit).
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to as `pinned' by the interface states since it has approximately the same value, regardless of the metal
type. Similarly, the surface Fermi level is independent of metal type and spacing in a MIS structure if
`pinned' by a high density of interface states. Fig. 7(b) shows that the Schottky barrier is given by the
energy interval between the pinned Fermi level position and the conduction band at the surface and not
by the ideal relation. Hence, an interface dipole, ��in, must be present. This dipole is physically
brought about because Qss and Qm are separated by an atomic distance. Note that in this case the same
charge, Qss, is responsible for the interface charge (and hence the SCR), as well as the interface dipole
(together with Qm). Cowley and Sze [43] have forwarded a more general model, where the Schottky
barrier height is determined as a linear combination of the Schottky and Bardeen limits. In practice, the
value of the Schottky barrier may be further complicated by various physical and chemical phenomena,
such as metal and semiconductor interdiffusion, chemical reactions, lateral junction non-uniformities,
etc. Thus, metal±semiconductor junctions still attract a considerable amount of theoretical and
experimental research, the results of which are described in detail elsewhere (see, e.g., [7,44]). In
practice, �b is determined experimentally.

We now move to the band diagram of semiconductor heterojunctions. In these structures, the
parameters most pertinent to the electrical behavior of the heterojunction are the conduction and
valence band offsets, �Ec and �Ev, respectively. These parameters control the height of the potential
barrier (or drop) encountered by electrons or holes trying to traverse the heterojunction interface. As an
example, we consider a heterojunction where the larger bandgap material is p-type and the smaller
bandgap material is n-type, with no loss of generality. Such a band lineup, with and without an interface
dipole, is shown in Figs. 8(a) and (b), respectively. We adopt the following sign convention for the band
offsets. In accordance with the sign conventions for the built-in voltage and the interface dipole, �Ec is
also de®ned as positive if the bottom of the conduction band drops on passing from Material 1 to 2.
However, �Ev is negative if the top of the valence band drops on passing from Material 1 to 2. The
latter sign convention implies the relation:

�Ec ��Ev � �Eg � Eg1 ÿ Eg2; (2.43)

where Eg is the semiconductor bandgap. Note that using this sign convention �Ec may be assigned

Fig. 8. Schematic energy band lineup at a type I semiconductor heterojunction: (a) without an interface dipole, (b) with a non-

zero interface dipole.
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either a negative or a positive value, depending on whether the larger bandgap material is referred to as
`Material 1' or `2'. Thus, it can be made equivalent to any sign convention used in the literature. Eq.
(2.43) implies that if �Ec and the bandgap energies are known, so is �Ev. Hence, we focus our
attention on �Ec.

In the absence of an interface dipole (Fig. 8(a)) and for uniform bulk materials, �Ec is equal to
�2 ÿ �1. This equality is known as the Anderson rule [45]. In many cases this rule is not followed
experimentally. One reason for this is the presence of an interface dipole (Fig. 8(b)), which modi®es the
Anderson rule to �Ec � �2 ÿ �1 ���in. Interestingly, a heterojunction band diagram which includes
an interface dipole and a local vacuum level as de®ned in the present text, was proposed by Van Ruyven
as early as 1964 [46]. Moreover, in a real experiment one measures the effective electron af®nity, ��,
and not the electron af®nity as de®ned using the local vacuum level concept. Thus, the electron af®nity
values used in the Anderson rule may lead to results which are in disagreement with experiment, even
in the absence of an interface dipole. This may explain why 35 years after Anderson's original paper,
the accurate and direct determination of the band offsets in a heterojunction under study is still a
challenge [47].

Using Fig. 8, �Ec may also be expressed as:

�Ec � Ec ÿ EF� �b1ÿeVb1

� �ÿ Ec ÿ EF� �b2�eVb2

� �
; (2.44)

where Vb is the potential drop on one side of the heterojunction and all other indices have their usual
meaning. The built-in voltage, Vbi, is by de®nition the total voltage drop across the interface SCR:

Vbi � Vb1 � Vb2 ���in: (2.45)

Hence, Eqs. (2.44) and (2.45) may be combined to yield:

�Ec � Ec1 ÿ Ec2 ÿ eVbi ���in: (2.46)

An interface SCR also obeys the charge neutrality law, given by:

Q1 � Q2 � Qss � 0; (2.47)

where Q1 and Q2 are the charge densities (per unit area) on both sides of the interface.
Even in the absence of interface states, an interface dipole induces a SCR (in marked contrast to a

surface dipole). Consider another gedanken experiment, shown in Fig. 9, in which an interface dipole is
`inserted' at a p±n homojunction. The abrupt discontinuity in the local vacuum level dictated by the
dipole layer, combined with the necessarily identical electron af®nities far away from the interface,
imply that the local vacuum level must be bent. Thus, an electrostatic potential develops and an
interface SCR is formed. Physically, insertion of an interface dipole in a uniform semiconductor sample
forces the electrons on one side of the dipole to have an average energy which is higher than those on
the other side. This induces electron transfer from the high energy to the low energy side, setting up an
internal electric ®eld to counteract the ¯ow. In the case of a surface dipole, there are no electrons on the
vacuum side and hence this phenomenon is absent.

The insertion of an `arti®cial dipole layer' is by no means only a thought experiment. The band
offsets of many heterojunctions have been modi®ed by means of inserting thin intralayers of a different
material at the interface, which create a net interface dipole [48]. Similarly, an arti®cial band
discontinuity was induced at a GaAs homojunction by means of inserting a very thin Si intralayer [49].
An interesting different approach, which modi®es the dipole by means of a chemical bond with organic
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molecules, has been demonstrated for both surface [50±57] and interface [58] dipoles. Thus, the band
offsets are experimentally found to change due to both natural interface dipoles (mentioned in
Section 2.1.4 [38,39]) and `arti®cial' ones, in agreement with the theoretical prediction.

2.2. Surface photovoltage (SPV)

2.2.1. Basic concepts

The photovoltaic effect consists, in general, of an illumination-induced change in the potential
distribution in a given structure. It was discovered experimentally by Becquerel as early as 1839 [59].
The photovoltaic effect is typically the result of some charge transfer and/or redistribution within the
device due to the incident illumination. A speci®c variant of the photovoltaic effect is the surface

photovoltaic effect, which is at the center of the present text. The surface photovoltage (SPV) is de®ned
as the illumination-induced change in the surface potential. This effect, observed at Si and Ge surfaces,
was ®rst reported in a short note by Brattain in 1947 [1], followed by a detailed account some years
later [2].

The photovoltaic effect at metal±semiconductor and semiconductor±semiconductor junctions is at
the heart of semiconductor devices which convert light to electricity. These include photodetectors and
imagers, as well as solar and photoelectrochemical cells [25,59,60]. Due to its physical and
technological importance, the theory of device-related photovoltaic effects is extremely well developed
(see, e.g., [25,59], and references therein). Here, we shall naturally focus on the less familiar surface
photovoltaic effect.

We concentrate on the SPV induced at the free surface of a semiconductor sample with a grounded
Ohmic back contact. In many SPV theories it is (explicitly or implicitly) assumed that no appreciable
voltage drop develops on the quasi-neutral bulk even under illumination, as depicted schematically in
Fig. 10 for the case of depletion. In the absence of an external ®eld, the charge neutrality rule,
Qss � Qsc � 0 [Eq. (2.24)], must remain valid regardless of illumination. However, both Qss and Qsc

may change, possibly very signi®cantly, upon illumination. The absorbed photons induce the
formation of free carriers by creating electron±hole pairs via band-to-band transitions (typically
dominant for super-bandgap photons) and/or release captured carriers via trap-to-band transitions

Fig. 9. Schematic energy band diagram of a homogeneous semiconductor into which a dipole layer has been inserted.
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(typically dominant for sub-bandgap photons). Thus, a signi®cant amount of charge may be transferred
from the surface to the bulk (or vice versa) and/or redistributed within the surface or the bulk.
Since the electric potential and the charge distribution are inter-dependent through the Poisson and
continuity equations, the potential drop across the surface SCR, and hence the surface potential,
changes. It is important to note that the formation of a SPV occurs only if carrier generation per
se is followed by net charge redistribution. The detailed analysis of the SPV depends strongly on
whether the incident photon energy is super-bandgap or sub-bandgap, i.e., on the dominant carrier
excitation mechanism. Hence, these two analyses are pursued separately in Sections 2.2.2 and 2.2.3
respectively.

So far, we have attributed the formation of a SPV only to changes in the potential drop across
the SCR. However, non-uniform generation or recombination may also cause a potential drop
across the quasi-neutral region of the sample. This is known as the Dember potential [61] and is
discussed in detail in Section 2.2.4. While Sections 2.2.1±2.2.4 all deal with case of a uniform
bulk sample, Section 2.2.5 is concerned with the effect of interfaces within the sample on the
obtained SPV signal. We note that a SPV may also result from a photochemical reaction, in
which the incident illumination changes the surface or the bulk chemically [62]. In particular, it
may change the various trap densities and hence alter the SPV other than by directly exciting charge
carries. This effect is not treated any further in this chapter but is mentioned subsequently where
appropriate.

2.2.2. Super-bandgap SPV

Under super-bandgap illumination in reasonable quality material, the probability of band-to-band
absorption is typically orders of magnitude larger than the probability of trap-to-band absorption, while
the effect of trap-to-band absorption on the SRH recombination statistics is negligible [63]. Therefore,
throughout this sub-section we neglect the effect of trap-to-band absorption on the obtained SPV. (For a
discussion of experimental examples where this assumption is not valid, see Section 4.2 below).
Mathematically, this assumption is equivalent to nullifying the trap-related optical cross-sections, �n

and �p (de®ned in Eq. (2.13)), for all gap states within the sample. Hence, the illumination may change
the surface potential in this case only by the formation of electron±hole pairs.

As shown below, ®nding the functional relationship between the formed SPV and the illumination
intensity and wavelength is not generally amenable to an analytical solution. Therefore, many studies
have analyzed the relatively easier problem of ®nding the relation between the formed SPV and the
excess carrier densities. Besides facilitating mathematical ease, this analysis results in much physical
insight. Since analytical time-resolved analyses are limited to a very narrow range of cases [64], we
focus on steady-state analyses.

Based on Section 2.1.3, we now obtain expressions for Qsc and Qss under illumination, starting with
Qsc. Again, one has to solve the Poisson equation (2.1). However, under non-equilibrium conditions the
Boltzmann relations (2.7) are not necessarily valid. Thus, the free carrier density in the surface SCR
cannot be related to that of the bulk by Eq. (2.27). Instead, one may use Eq. (2.8) which describes the
charge densities in terms of the quasi-Fermi levels. In the case of steady-state illumination through the
free surface, shown in Fig. 10, the electron and hole quasi-Fermi levels generally depart from the
equilibrium Fermi level value, but deep within the sample bulk the illumination is practically negligible
and the quasi-Fermi levels converge to the equilibrium value. In addition, recombination in the surface
SCR in general, and at the surface itself in particular, may be signi®cantly larger than in the bulk,
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thereby reducing the effective excess carrier density. This may cause the quasi-Fermi levels to deviate
less from equilibrium towards the surface than at the edge of the SCR, as in Fig. 10. According to
Eq. (2.9), changes in the quasi-Fermi levels indicate a non-zero electron and hole current, even under
steady-state conditions. Indeed, under open circuit conditions only the total current, J, must be zero,
whereas Jn and Jp may be non-zero. This does not contradict the principle of detailed balance [31],
which only demands that Jn and Jp provide carriers at a rate which maintains a steady state surface
recombination rate, i.e., Jn�0� � ÿJp�0� � eRs, where Rs � Rn � Rp is the steady-state surface
recombination rate.

In 1955, Garrett and Brattain have published a classic paper [3], where a ®rst serious attempt was
made at a comprehensive theory of semiconductor surfaces, including surface photovoltaic effects.
They suggested that under certain conditions, the quasi-Fermi levels may be approximated as position-
independent (i.e., `¯at') throughout the surface SCR. They identi®ed two conditions for this
approximation to hold. First, the SCR width must be considerably smaller than the (electron and hole)
diffusion length, L, so that the effect of non-uniform carrier excitation is negligible over the SCR. This
condition is quite easily satis®ed in many materials of reasonable quality. Second, the defect-related
recombination current must not be `too large' nor the depletion of carriers `too extreme' [3]. The latter
conditions assure that even if Jn , Jp are not zero, the variation in the quasi-Fermi levels, Fn and Fp,
given by [see Eq. (2.9)]:

dFn

dx

���� ���� � Jn

n�n

;
dFp

dx

���� ���� � Jp

p�p

; (2.48)

may be neglected. For understanding this point further, consider the order of magnitude calculation
given by Many et al. [22]. Neglecting recombination in the SCR, the recombination current is constant
throughout the SCR and is equal to eRs, where Rs is given by Eq. (2.19). In the case of a depleted p-type
semiconductor, it can be shown that Rs is always smaller than cpNtps and p always larger than ps. Thus,
using Eq. (2.48) we obtain:

dFp

dx

���� ���� � cpNt

�p

) �Fp � cpNtw

�p

; (2.49)

where �Fp is the variation of the hole quasi-Fermi level across the entire SCR For, e.g., a Si sample
with w � 0:4 mm , cp � 10ÿ8 cm3/s, and Nt � 1012 cmÿ2, we get �Fp < 1 meV, which, except at very
low temperatures, is much smaller than kT and therefore negligible. Similar considerations apply to the
electron quasi-Fermi level.

Fig. 10. Schematic band diagram of a surface space charge region under depletion: Solid lines ± equilibrium. Dashed lines ±

under illumination. Dash-dotted lines ± quasi-Fermi levels under illumination.
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Frankl [65] has performed more detailed estimates of the validity of the ¯at quasi-Fermi levels (FQL)
approximation. By making various approximations and assumptions regarding on the space charge
function F (Eq. (2.31)), he has shown that for a depleted semiconductor with a reasonable SRV, the
FQL approximation is typically acceptable as long as the illumination intensities are not too high (since
this may result in a too large recombination current). Furthermore, Frankl has shown that the
approximation may fail for minority carriers in an accumulation layer and for majority carriers in an
inversion layer [65]. Note that in both cases the change in carrier concentration with respect to the bulk
value is `too extreme', as noted above. Following the results of the ®rst-order calculations of Many et
al., as well as the more detailed quantitative work of Frankl, we adopt the Garrett±Brattain
approximation for further considerations.

Assuming that Fn and Fp are position independent, the dependence of Qsc on the minority carrier
density at the edge of the SCR is relatively easily found. This is because under this assumption the
Boltzmann relations (2.7), and hence Eq. (2.26) hold even for non-equilibrium densities, i.e.,

n��x� � n�b exp
eV�x�

kT

� �
; p��x� � p�b exp

ÿeV�x�
kT

� �
; (2.50)

where here and in the following the superscript `*' denotes non-equilibrium densities and n�b and p�b,
refer to the charge density at the SCR edge. We further de®ne the electron and hole excess carrier
density, �n � n�b ÿ nb and �p � p�b ÿ pb, where quasi-neutrality in the bulk requires that �n � �p. The
use of the `quasi-Boltzmann' relations [Eqs. (2.50)] makes it possible to separate the solutions of the
Poisson equation and the continuity equations, thereby considerably simplifying the problem. As in
Section 2.1.3, we consider, without loss of generality, the case of a p-type sample. Since Eqs. (2.26) and
(2.28) are valid regardless of illumination, the equivalent of Eq. (2.29) under non-equilibrium
conditions is:

d2V

dx2
� ÿ e

�
� pb ÿ nb � p�beÿeV=kT ÿ n�beeV=kT�: (2.51)

Following Johnson [66], we de®ne the fractional carrier increase, also known as the injection ratio, as
�n � �n=nb and �p � �p=pb. Integrating Eq. (2.51) from the bulk toward the surface, using semi-
in®nite boundary conditions and proceeding as in Section 2.1.3, we obtain:

Qsc � �
���
2
p

�skT

eLd

F�
eV�s
kT

;
nb

pb

;�n

� �
; (2.52)

where:

F�
eV�s
kT

;
nb

pb

;�n

� �
� eÿeV�=kT � eV�

kT
ÿ 1

� �
� nb

pb

eeV�=kT ÿ eV�

kT
ÿ 1

� ��
� nb

pb

�n�eÿeV�=kT � eeV�=kT ÿ 2�
�1=2

� F2 eV�

kT
;
nb

pb

� �
� nb

pb

�n�eÿeV�=kT � eeV�=kT ÿ 2�
� �1=2

: (2.53)

For �n � 0;F��eV�=kT ; nb=pb;�n� reduces to F�eV�=kT ; nb=pb�, as expected. The Kingston±
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Neustadter representation for Qsc [Eq. (2.35)] has been extended to non-equilibrium in a similar manner
by Frankl and Ulmer [67].

The dependence of Qsc on �n suf®ces to study the SPV in the case where Qss (and hence Qsc) does
not change upon illumination (such a SPV is sometimes known as a `barrier SPV' [22]). A ®xed surface
space charge implies that F��eV�s =kT ; nb=pb;�n� � F�eVs=kT ; nb=pb�, which provides an implicit
equation for the difference V�s ÿ Vs, i.e., for the SPV. According to Eq. (2.53), F��eV�s =kT ; nb=pb;�n�
must always be larger than F�eV�s =kT ; nb=pb�. Furthermore, since both F�eV�s =kT ; nb=pb� and the term
�nb=pb��n�eÿeV�=kT � eeV�=kT ÿ 2� increase monotonously with V sj j, so does F��eV�s =kT ; nb=pb;�n�.
Therefore, V sj j must decrease upon illumination so as to decrease F��eV�s =kT ; nb=pb;�n� back to its
equilibrium value. The resulting conclusion is that in the absence of change in the surface charge,
illumination always tends to decrease the band bending [66]. Moreover, the band bending should
approach zero as the excess carrier density increases. Physically, the photo-induced carriers partially
screen the ®xed surface state charge, thereby reducing the surface band bending. For a large enough
excess density, the screening should be complete. Note that here if the bands are ¯at (i.e., Vs � 0) in
equilibrium, they remain ¯at under illumination.

Based on Eqs. (2.52) and (2.53), one can show that the SPV increases with decreasing n2
i . This is

expected physically: the effect of optically-induced band-to-band transitions on the SPV should become
more pronounced as thermally-induced transitions are suppressed, i.e., as ni is reduced. It is well known
that n2

i decreases exponentially with both increasing bandgap and decreasing temperature. Thus, for
uniform samples the SPV method is signi®cantly more sensitive to large bandgap semiconductors and
at lower temperatures.

In the earliest studies [2,3] it was assumed that the surface states were in equilibrium with the
semiconductor bands, i.e., that Fermi±Dirac statistics [Eq. (2.11)] adequately described the surface state
population even under non-equilibrium conditions. This is clearly a rough approximation and Brattain
and Garrett have presented a more complete theory, based on a detailed SRH approach, not long after
their preliminary studies [68]. In this approach, the steady-state surface charge is given by Eq. (2.23).
For each surface state, we obtain using Eq. (2.18):

nt � cnn�s � cpp1

cn n�s � n1

ÿ �� cp p�s � p1

ÿ �Nt: (2.54)

Eq. (2.54) is valid regardless of the FQL approximation. However, with the latter approximation it may
be rewritten as:

nt � cnn�beeV�=kT � cpp1

cn n�beeV�=kT � n1

ÿ �� cp p�beÿeV�=kT � p1

ÿ �Nt; (2.55)

which provides an explicit relation between the surface charge, the excess carriers at the edge of
the SCR, and the surface voltage. According to Eqs. (2.54) and (2.55), the surface charge changes
under illumination due to the change in the surface free carrier densities. The time necessary to reach
the steady state distribution depends on the thermal cross-sections, which vary over many orders of
magnitude. Thus, Bardeen and Brattain [2] (and consequently many others) distinguished between `fast
states' and `slow states', according to whether the charge in the surface states follows the illumination
(at a given modulation frequency or allowed response time) or not, respectively. Though clearly
arbitrary, we adopt this division for the present considerations due to its simplicity. Its practical
implication is that while the charge in `fast states' changes under illumination according to Eqs. (2.23)
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and (2.55), the charge in `slow states' is assumed to be constant. Thus, the charge neutrality condition
implies that the sum of the space charge, the fast state charge, and the slow state charge is zero both in
equilibrium and under illumination. The space charge is given by Eq. (2.52), the fast state charge by
Eqs. (2.23) and (2.55) with proper surface carrier densities, and the slow state charge is constant.
Interestingly, Bardeen and Brattain [2] interpreted their pioneering data by assuming that all charge
redistribution is among surface states only, i.e., that Qsc is negligible. This is clearly not a good
assumption in most cases.

A small-signal analysis of the SPV was performed by Brattain and Garrett [68] and later by Frankl
and Ulmer [67] for the case of continuous and discrete surface state distributions, respectively. Within
this analysis, it is possible to ®nd an explicit (albeit cumbersome) expression for dVs=d�p, i.e., for the
SPV obtained due to a small variation in the carrier injection factor at the edge of the SCR. Upon
illumination, Qsc and Qss change due to both carrier injection and change in surface potential.
Therefore, the differential of the charge neutrality condition (2.24) may be written as:

@Qsc

@�p

� �
V�s!V0

s
�p!0

d�p � @Qsc

@Vs

� �
V�s!V0

s
�p!0

dVs � @Qss

@�p

� �
V�s!V0

s
�p!0

d�p � @Qss

@�p

� �
V�s!V0

s
�p!0

dVs � 0; (2.56)

yielding:

dVs

d�p

� ÿ �@Qsc�=�@�p� � �@Qss�=�@�p�
�@Qsc�=�@Vs� � �@Qss�=�@Vs�

� �
V�s!V0

s
�p!0

; (2.57)

where V0
s is the equilibrium value of Vs. The terms on the right hand side of Eq. (2.57) are easily

obtained from partial derivatives of Eqs. (2.52) and (2.53) for the expressions involving Qsc, and of
Eqs. (2.23) and (2.55) for the expressions involving Qss. An example of such a calculation is given in
Fig. 11, which features the dependence of dVs=d�p

�� �� on V0
s for a 1015 cmÿ3 p-InP sample with surface

states of varying density. Here, the equilibrium value of Vs is arbitrarily scanned, assuming it is set by a
proper density of `slow states'.

Much physical insight may be obtained from Fig. 11. As a general trend, the SPV tends to increase
with increasing initial band bending. For small V0

s , the obtained SPV is linear in V0
s . For larger V0

s the
slope of the SPV versus V0

s gradually decreases. Deep into inversion or accumulation, dVs=d�p

�� ��
obtains a limiting value, which is independent of the surface states. This independence is obtained
because for a given energy position, the states are almost `completely full' or `completely empty' if the
band bending is large enough. Hence, the terms describing the variation of Qss in Eq. (2.57) are
negligible with respect to the terms describing the variation of Qsc. The limiting values of dVs=d�p

�� ��
are easily shown to be �kT=e� and �kT=e��nb=pb� (for a p-type sample) for the inversion and
accumulation regimes, respectively. For reasonably doped samples, the second value is orders of
magnitude smaller than the ®rst. Thus, the SPV measurement is, inherently, signi®cantly less sensitive
to accumulated surfaces than to depleted or inverted surfaces. Physically, in the case of accumulation,
minority photocarriers are swept towards the bulk, where they may easily recombine due to the
abundance of majority carriers. However, in the case of depletion or inversion, minority photocarriers
are swept towards the surface, where the majority carrier density is lower and chances for
recombination are reduced. Thus, in accumulation the sample is inherently more `resistant' to
illumination-induced changes in its charge distribution and only a relatively small SPV is necessary to
reinstate charge neutrality.
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In the depletion regime, a `bulge' in the dVs=d�p

�� �� versus V0
s curves is observed for quite low surface

state densities (as low as 106 cmÿ3 in Fig. 11). For larger densities, a perceptible maximum is noted.
This structure is clearly the result of surface charge dynamics. Additionally, the SPV curves 'shift'
towards negative values of V0

s upon increasing surface state density, which is explained as follows. The
speci®c surface states assumed capture only electrons because their thermal cross-section for holes is
assumed to be zero. Upon illumination, some of the excess electrons, but no excess holes, are captured
in surface states. Thus, Qss must become more negative and hence Qsc must become more positive, i.e.,
the entire dVs=d�p

�� �� curve is pushed in the direction of accumulation. In particular, the selective
capture of electrons may induce a non-zero SPV response even if the bands are initially ¯at. The latter
case has been treated in detail by Buimistrov et al. [69] as a `new form' of SPV, but has been shown to
be only a special case soon thereafter [67].

The effects of surface charge trapping on the SPV may be further understood by considering Johnson's
graphical method for the calculation of large-signal SPV [66]. Johnson's approach is a natural extension of
the method used for generating Fig. 2. In this method, Qsc and Qss curves are plotted for each excess carrier
density of interest, allowing for a calculation of the SPVas a function of arbitrary �n. Johnson performed a
comprehensive set of such calculations for Ge and found that the dependence of the SPVon the injection
factor was monotonous and that surface states usually did not change the qualitative shape of this
dependence. Extensive graphical calculations were also performed by Brouwer [70].

The construction of `space-charge path' curves is a useful tool for gaining more insight into surface
and bulk trapping effects. Consider, for example, the SPV in a CdS sample with bulk acceptor and
donor states, as well as surface states situated at varying energies within the bandgap, studied by
Maltby et al. [35] Fig. 12(a) features the SPV as a function of the fractional excess carrier density, �n,

Fig. 11. Dependence of jdVs=d�pj on V 0
s for a 1015 cmÿ3 InP sample with surface states situated 180 meV above the intrinsic

Fermi level, thermal capture coef®cients of Cn � 10ÿ9 cm3 sÿ1, Cp � 0, and a surface density (in cmÿ2) of: (a) 0, (b) 106, (c)

108, (d) 1010, (e) 1012.
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for three different surface state positions, whereas Fig. 12(b) features the space charge curves for the
same surface state positions (the calculation is based on extending Eq. (2.96) to include deep levels). In
Curve (i) the SPV versus �n curve (Fig. 12(a)) is monotonous. In this case the surface state population
(and hence Qsc) remains practically constant so that the corresponding space-charge path (Fig. 12(b)) is
horizontal. In the two other curves, Qss changes considerably with increasing illumination.
Interestingly, when Qss changes signi®cantly the SPV response is not a monotonous function of �n.
The surface barrier may actually increase, rather than decrease, upon illumination, as in Curve (iii),
causing an SPV of the opposite sign. However, it should be taken into account that the data of Fig. 12
pertain to unusual experimental conditions, i.e., the density of bulk states is very large and the injection
ratio is high. These two factors also limit the validity of the FQL approximation as they increase the
magnitude of the recombination current. Therefore, while Fig. 12 adequately presents the qualitative
trends involved in these extreme experimental conditions, its quantitative aspects should be examined
with caution. We note in passing that the above-given theory may also be extended in other directions.
For example, De et al. [71] have extended it to highly-doped semicondcutors.

The dependence of the SPV on the excess carrier density at the edge of the SCR does not allow a
comparison with experiments unless the excess carrier density is measured along with the SPV, which
is not trivial. Obviously, it is preferable to directly correlate the SPV with the properties of the incident
illumination. A very useful approximate solution of the continuity equations for obtaining the
dependence of the excess minority carrier density on the illumination has been forwarded by Moss [72].
However, it is frequently referred to in the literature as the `Goodman equation' since Goodman has
popularized Moss's results by using them in a new algorithm for measuring bulk diffusion legnths using
SPV [5]. This approximation is discussed here, based on the later perspective of Chiang and Wagner
[73]. For front-surface illumination, the optical generation, G, may be expressed as [24]:

G�x� � �I exp �ÿ�x�; (2.58)

where I is the effective photon ¯ux (which is equal to the real photon ¯ux multiplied by the surface
optical transmission and the sample quantum ef®ciency) and � the absorption coef®cient. Under the
depletion approximation, the drift current is negligible with respect to the diffusion current in the quasi-

Fig. 12. (a) SPV vs. minority carrier injection ratio, and (b) space charge curves, for a CdS sample with 1016 cmÿ3 bulk

acceptor states, 1012 cmÿ3 bulk donor states, and 1011 cmÿ2 surface states situated at: (i) 0.4, (ii) ±0.1, (iii) ±0.4 eV above the

intrinsic Fermi level (after Maltby et al. [35]).
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neutral region, and vice versa in the depletion region. Let us consider a speci®c case where the minority
carriers are electrons. Based on the above approximation, using Eqs. (2.2), (2.3) and (2.58), and
assuming the excitation is suf®ciently low-level so that Eq. (2.20) may be used, the continuity equation
for electrons becomes:

D
d2�n�x�

dx
ÿ �n�x�

�
� �I exp �ÿ�x� � 0; (2.59)

where the subscript `n' has been omitted from D and � for brevity.
For a thick sample, the back surface boundary condition is clearly �n�1� � 0. At the space charge

edge, the following `surface recombination type' boundary condition is used:

D
d�n�x�

dx

����
x�w

� S�n�w�; (2.60)

where S is assumed constant. If one further assumes that the SCR width is much smaller than both the
absorption length and the diffusion length, i.e., w� 1=� and w� L, the excess minority carrier at the
SCR edge may be expressed by the compact form:

�n�w� � �L

1� �L
� 1

S� D=L
I: (2:61�

S should be interpreted as an effective drift velocity for electrons reaching the SCR edge, rather than
as a true SRV. However, under the above assumptions, the effect of the SCR is negligible. Indeed,
Eq. (2.61) would have the same form had w been neglected in advance and S interpreted as a `real' SRV.
Under the above restrictions, �n�w�, which is proportional to I, may be inserted into Eqs. (2.53) and
(2.55). Thus, the obtained SPV is explicitly expressed in terms of the incident photon ¯ux. Interestingly,
no use of the majority carrier continuity equation is made in this approach. The reason is that under the
assumptions of quasi-neutrality and FQL, the distribution of the majority carriers is completely
speci®ed by that of the minority carriers. Such an approach has been used by Frankl and Ulmer [67] for
obtaining explicit expressions of the small signal SPV. These expressions were further simpli®ed by
Lile [74] for obtaining expressions which may be compared to experiment with relative ease. A
generally similar approach has been followed by Zuev and Litovchenko [75]. Note that under the FQL
approximation the SRV did not appear in the Poisson equation in any way. At a super®cial glance, it
may seem as if, e.g., for a constant Qss, the SRV does not affect the magnitude of the SPV. This is
incorrect, because the SRV enters the equations even under this approximation through the dependence
of �n�w� on the illumination intensity. Indeed, one would physically expect a reduced SPV the larger
the SRV is since the illumination-induced deviation from equilibrium is smaller, as also veri®ed
numerically [76].

We emphasize that the boundary condition of Eq. (2.60) at the edge of the SCR is only an ad hoc
approximation, which stems from neither the continuity equations nor the SRH statistics. Chiang and
Wagner [73] suggested that a rigorous analytical approach would involve replacing the boundary
condition of Eq. (2.60) with a detailed current balance in the SCR. Such a balance would properly
account for generation and recombination processes inside the SCR, as well as use proper SRH
statistics instead of SRV-based approximations. This paper has fostered several generalization attempts
by other authors, discussed below.
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Choo et al. [77] presented a current balance calculation which is simpler than Chiang and Wagner's.
By integrating the steady-state continuity equation across the SCR, the relation:

Jn�0� ÿ Jn�w� � JG ÿ JR; (2.62)

is obtained, where:

JG � e

Z w

0

Gn�x� dx; JR � e

Z w

0

Rn�x� dx: (2:63�

Here, Jn�0� is the surface recombination current, eRS, and Jn�w� is the diffusion current at the edge of
the SCR, which may be expressed by �n�w� from the solution of Eq. (2.59). In principle, the charge
balance condition, Eq. (2.24), and the current balance condition, Eq. (2.62), provide two non-linear
coupled algebraic equations for the SPV and for �n�w�. Thus, under the FQL approximation, the SPV
may be found by numerically solving algebraic equations, but not differential ones. Moreover, in some
cases analytical expressions can be obtained [77,78].

Having made the most out of the FQL approximation, we turn to examining the behavior of the
quasi-Fermi levels more closely. A point of frequent confusion is the relation between the energy
separation of the quasi-Fermi levels at the depletion region edge, �Fn ÿ Fp�jx�w (see Fig. 10) and the
SPV. Fig. 13 features a schematic band-diagram of a p±n junction under forward bias. It shows that the
potential energy drop across the SCR is equal to the energy separation between the positions of the
majority carrier quasi-Fermi levels in the quasi-neutral regions [24]. If the potential drop across the
SCR is not the result of electrical bias but is rather a photovoltage this equality is no longer exact. This
is because the illumination may affect the position of the majority carrier quasi-Fermi levels in the
quasi-neutral regions, due to photo-induced excess carrier generation. However, for low and moderate
injection levels, the equality is still a good and useful approximation. Chiang and Wagner [73] assumed
a similar equality, SPV � Fn ÿ Fp

ÿ ���
x�w

. Unfortunately, the latter relation is erroneous for the case of a
free surface [77]. As opposed to the case depicted in Fig. 13, the energy separation here is not between
two majority carrier quasi-Fermi levels on opposite sides of the SCR, but rather between majority and

minority quasi-Fermi levels on the same side of the SCR. In order to understand more clearly why the
equality is false, consider another gedanken experiment: Suppose one performs the SPV experiment on
an `ideal' uniform sample which has no surface states and no bulk states whatsoever. Such a sample has
no band bending in equilibrium and no surface barrier would develop in such a case even under
signi®cant illumination. Thus, while the difference between Fn and Fp may be considerable, the SPV
would remain zero. (For completeness, one should also assume equal electron and hole mobilities so
that the Dember voltage is also zero ± see Section 2.2.4 below).

Fig. 13. Schematic diagram of quasi-Fermi levels in an illumination pÿ n junction.
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In many respects, the theory of the open-circuit photovoltage at a metal-semiconductor interface is
very similar to the free surface case since in both the SCR is completely contained in the semiconductor
part of the junction. A major difference between the two is that the metallic overlayer has a bulk Fermi
level, while the surface states do not. Consequently, the identi®cation of the SPV with the difference in
majority carrier quasi-Fermi level on the two sides of the metal-semiconductor junction is at least as
good an approximation as in the above described p±n junction. For, e.g., a p-type semiconductor, the
relation:

SPV � Fn�x � 0� ÿ Fp�x � w�; (2.64)

is a good approximation, as long as there is an intimate contact between the metal and the
semiconductor [79]. If the quasi-Fermi levels are ¯at across the SCR, Eq. (2.64) is equivalent to the
ansatz of Chiang and Wagner and the latter is therefore a reasonable approximation for metal±
semiconductor interfaces, as also con®rmed by numerical simulations [80].

Another difference between the metal±semiconductor junction and the free surface has to do with the
current boundary conditions. While the free surface current is of a SRH-type recombination current, the
metal±semiconductor interface current is associated with thermionic emission. From thermionic
emission considerations, an effective interface recombination rate in the form of Rn � vn�n and
Rp � vp�p is deduced [80], where vn �vp� is the effective recombination velocity for electrons (holes).
This formulation is based on the combined thermionic emission-diffusion approach of Crowell and Sze
[81], extended by Green and Shewchun [82] to minority carriers.

The early 1980s have seen a renewed interest in examining the validity of the FQL approximation for
metal-semiconductor junctions: By assuming a recombination current which is constant across the SCR
and a parabolic SCR potential, Panayotatos and Card [83] have shown that the minority carrier quasi-
Fermi level may deviate considerably from the FQL approximation. Heasell [84] has shown that the
majority carrier quasi-Fermi level may considerably deviate from ¯atness near the semiconductor±
metal interface, in order to supply the current necessary to support the thermionic emission across the
interface. Choo [80] has shown that even if the minority carrier quasi-Fermi level is reasonably ¯at
across most of the SCR, it may undergo signi®cant variations near the SCR edge, to the point of causing
order-of-magnitude errors in current calculations.

Physically, the gradients in quasi-Fermi levels (see Fig. 10) imply net electron and hole currents: (a)
towards the back part of the surface, driven by a concentration gradient caused by the non-uniform
illumination, (b) towards the front surface, driven by the need to supply the surface recombination/
emission current. This may also be established mathematically. By using a modi®ed form of the drift-
diffusion equation and the integrated continuity equation (Eq. (2.62)), Pauwels et al. expressed the
surface current in the form: [85]:

Jn�0� � e�eff n�0� ÿ n�w� exp
ÿeVs

kT

� �� �
� e

Z w

0

Gn�x� ÿ Rn�x�� ��1�x� dx; (2.65)

where:

�eff�x� � DnR w

0
exp �ÿeV�x�=kT� dx

; (2.66)

�1�x� �
R w

x
exp �ÿeV�x�=kT� dxR w

0
exp �ÿeV�x�=kT� dx

; (2.67)
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with a similar expression for holes. The factor in the left square brackets in Eq. (2.65) is the difference
between the real surface concentration of electrons and that predicted by the FQL approximation. Thus,
veff is interpreted as an effective transport velocity across the SCR. If generation and recombination in
the SCR (and hence the integral term in Eq. (2.65)) are negligible, conservation of the FQL approxi-
mation requires that veff be in®nite because a ®nite current must be sustained. However, from Eq. (2.66)
it is clear that veff is ®nite. This re-establishes that with non-zero steady-state recombination currents,
the FQL assumption is necessarily an approximation. 0 � �1�x� � 1 is the fraction of the net generated
electron density (at a point x) which is transported to the front surface. A similar equation for the other
edge of the SCR, w, results in another similar fraction, 0 � �2�x� � 1, such that �1�x� � �2�x� � 1 for
all x in the SCR. Thus, �2�x� is the fraction of the net generated electron density at a point x which is
transported to the back of the SCR, in agreement with the physical picture given above.

Based on the foregoing analysis, De Visschere [86] has formulated a transport validity criterion for
the FQL approximation, which states that the transport should not be limited by veff, i.e., that veff must
be larger than both the effective SRV and the diffusion velocity, vd, in the quasi-neutral region. (This
criterion should be added to other FQL validity criteria discussed above). The ®rst transport restriction,
veff � SRV, is, in a sense, a quantitative compact criterion for the allowed magnitude of the surface
recombination. The second, veff � �d , is usually satis®ed as a result of an earlier condition ± the SCR
width being smaller than the diffusion length. Similar results have also been obtained by Jang using a
somewhat different approach [87]. Finally, Choo has studied numerically both the free surface SPV
[77] and the metal±semiconductor interface SPV [80], and concluded that typically the FQL
approximation is considerably more satisfactory in the former than in the latter.

In studies of the metal-semiconductor interface, it is evidently meaningless to equate Qsc with Qss.
Instead, one uses current balance considerations. Recent studies have applied the current balance
equation (Eq. (2.62)) for both minority and majority carriers [79,80]. In such studies the Poisson
equation is circumvented by assuming a potential pro®le in the SCR, usually a parabolic one. The
assumption of a parabolic potential lifts the need of using the Poisson equation just as the FQL
assumption lifts the need for using the majority carrier continuity equation. As noted in Section 2.1.1,
for a comprehensive solution one must determine the distribution of the potential, the electron density
and the hole density by solving the Poisson equation with the two continuity equations. Under both
assumptions, one makes an educated guess for a reasonably exact solution of one of these three
parameters, thereby eliminating one equation. No assumption is free of restrictions. Here, the parabolic
potential naturally limits the validity of the treatment to the depletion regime. Worse, under certain
conditions a semiconductor in the depletion regime may invert upon illumination [77]. However, when
applied with care the approximation may yield very good results. We also note that Dhariwal and
Deoraj [79] has expressed the SPV as a function of the photocurrent density. Analogously, we have
expressed above the SPV as a function of the injection ratio, but not of the illumination intensity.

Due to the inadequacy of the FQL approximation for some free surface SPV problems, a similar
theoretical approach was adapted in the 1990s by some authors not only for metal±semiconductor
studies but also for free surface studies [33,88,89]. Konstantinov and Tsarenkov [88] assumed that
generation and diffusion currents dominate the minority carrier behavior and thermionic emission
dominates the majority carrier behavior. Judging by the full current balance equation (Eq. 2.62), this is
clearly not a universal conclusion. Thus, while their analysis leads to very simple mathematical
expressions, its validity is limited. Darling [33] performed a complete current balance, but assumed a
constant recombination rate throughout the SCR ± an assumption which is not always realistic. The
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recent analysis of Liu et al. [89] is the most advanced one in the sense that it makes a full current
analysis with realistic SRH statistics. However, it is limited to the case of a negligible change in Qss.

So far, we have only discussed the case where @n=@t and @p=@t in Eq. (2.2) are both zero, usually
known as `dc SPV'. Use of modulated illumination was mentioned only in the context of the `fast' and
`slow' surface states. However, if the modulation frequency is high enough (`ac SPV'), a steady-state
periodic variation of n, p, and the SPV, must be taken into account. Mathematical analyses of such
steady-state solutions usually assume that all pertinent quantities follow a `exp �i!t�' dependence,
where ! is the modulation frequency. Use of this dependence in Eq. (2.2) yields @n=@t � i!n 6� 0, with
a similar expression for holes. One particular consequence of this, which is important for some of the
advanced analyses reviewed in Section 5, is the modi®cation of the diffusion length [90]. If the steady
state diffusion equation (i.e., the continuity equation in the absence of electric ®eld) is solved under
steady-state periodic conditions, the effective diffusion length is given by:

L�!� �
����������������

D�

1� i!�

r
� L�! � 0�����������������

1� i!�
p : (2.68)

Analytical expressions for ac SPVs have been developed almost exclusively within the framework of
small SPV signals (SPV� kT=e), where the steady-state periodic SPV can be safely assumed to
depend linearly on the steady-state photocurrent. The initial groundwork for such calculations was laid
by Nakhmanson [91] with subsequent extensions, re®nements, and applications by Nakhmanson
himself [92] and by Munakata et al. [93±96]. According to these authors, the photocurrent density,
Jph�!�, is typically extracted from a current-balance calculation. As in the case of the dc SPV, the most
simple calculations utilize the Moss approach, i.e., use the concept of an effective, SCR-related, SRV.
The photocurrent density, Jph, is then calculated from:

Jph � ÿeDn
d�n�x�

dx

����
x�w

� ÿeS�n�w�; (2.69)

which results in:

Jph � eI
�L�!�

1� �L�!� �
S

S� D=L�!� exp �i!t�; (2.70)

where L�!� is given by Eq. (2.68).
Eq. (2.70) reduces to particularly simple forms if: (a) the diffusion length is relatively long, so that

the effective SRV, S, is much higher than the diffusion velocity, D=L, and (b) the absorption coef®cient,
�, is much larger or much smaller than 1=L. Then:

Jph � eI�L�!� exp �i!t�; for�L� 1; (2.71a)

Jph � eI exp �i!t�; for�L� 1: (2.71b)

Once Jph�!� is determined, the SPV can be calculated using the relation [91,94]:

SPV�!� � Jph�!�Zeff�!�; (2.72)

where

Zeff�!� � 1

��1=Rj � i!Cj� �
1

1=Req � i!Ceq

: (2.73)
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The effective photovoltage±photocurrent±density impedance, Zeff (with units of Ohm�area), is
composed of parallel resistance (Rj) and capacitance (Cj) components, corresponding to the
contributions of the various SPV-in¯uencing mechanisms. These may include minority and majority
carrier transport, depletion and inversion layers, surface states, etc. [94], and may be lumped into an
equivalent resistance, Req, and capacitance, Ceq.

Expressions for the different resistance and capacitance components are obtained by appropriate
modi®cations of the derivations presented above, which take the time-dependence into account. As a
simple and illustrative example, which is also used for some quantitative analyses in Section 5, we
consider the calculations of Kamieniecki [97], concentrating on an n-type material for simplicity. This
author assumed a simple charge balance with negligible SCR generation/recombination, such that the
rate of free hole ¯ow to the semiconductor surface is equal to Jph=e. The overall increase rate of free
holes (ps) and trapped electrons (nt) at the semiconductor surface is then given by:

dps

dt
� 1

e
Jph ÿ Rsp;

dnt

dt
� Rsn ÿ Rsp; (2:74�

where Rsp (Rsn) is the surface recombination rate of holes (electrons). Using Eq. (2.74), the overall
charge neutrality can be expressed as:

ÿ dQsc

dt
� dQss

dt
� e

dps

dt
ÿ e

dnt

dt
� Jph ÿ eRsn: (2.75)

Assuming a small SPV signal, we obtain:

dQsc

dt
� dQsc

d�SPV� �
d�SPV�

dt
� ÿCsc

d�SPV�
dt

; (2.76)

where Csc is the SCR capacitance. Assuming the FQL approxination and a small signal SPV
approximation and using Eq. (2.21), we obtain:

Rsn � sndns � snd nb exp
eV�s
kT

� �� �
' sn

eSPV

kT

� �
nb exp

eVs

kT

� �
: (2:77�

Combining Eqs. (2.75)±(2.77) yields:

Csc
d�SPV�

dt
� Jph ÿ Csc

SPV

�s

; (2.78)

where

�s � Csc

sn�e2=kT�nb exp �eVs=kT� : (2.79)

The steady-state solution of Eq. (2.78) is:

SPV�!� � Jph

Csc=�s � i!Csc

: (2.80)

Thus, Eq. (2.80) is indeed a special case of Eq. (2.73), where Ceq � Csc and Req � �s=Csc. Physically,
the equivalent capacitance here is due to the space charge region and the equivalent resistance here is
related to the majority carrier surface recombination.
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Obviously, Kamieniecki's model is extremely simple as it neglects many surface- and SCR-related
effects. Therefore, it cannot be expected to properly describe the SPV at any SCR. More sophisticated
equivalent circuits are not disucssed here. The interested reader is referred to [91±96], and to references
therein, for such calculations.

2.2.3. Sub-bandgap SPV

Under sub-bandgap illumination, the probability for band-to-band absorption is essentially zero since
the photons do not have suf®cient energy for inducing such transitions. The dominant charge generation
process here is the exchange of charge carriers between the semiconductor bands and local states via
optical excitation. In principle, transitions involving both surface states and bulk states may contribute
to the SPV and are discussed separately below. Mathematically, the very low density of local states
results in a very small decay of light intensity with sample depth into the sample, i.e., � is negligibly
small. It is the non-zero value of the local state optical cross-sections, �opt

n and �opt
p , which is responsible

for initiating the SPV formation. Hence, the analysis of this section is complementary to the analysis of
the previous section in terms of absorption mechanisms. Note that certain mechanisms do allow band-
to-band transitions with sub-bandgap photon energies. One notable example is the Franz±Keldysh
effect, in which sub-bandgap photons excite band-to-band transitions in a suf®ciently large electric ®eld
via photon-assisted tunneling [98]. The photon energy under such circumstances is typically close to
Eg. Therefore, the Franz±Keldysh mechanism may be considered as a lowering of the effective optical
bandgap, where the absorption coef®cient � is not negligible but is electric ®eld dependent. The
analysis of this case proceeds along lines similar to those of the previous section and is not discussed
further here.

The history of the sub-bandgap SPV starts in the early 1970s with the pioneering work of Gatos et al.
[99]. In a series of publications, Gatos's group has both observed sub-bandgap SPV experimentally and
analyzed it theoretically. We note that Ostrumova [100], Steinrisser and Hetrick [101], and Dinan et al.
[102], have also made preliminary attempts at studying sub-bandgap SPV effects at around the same
time as Gatos et al., but it was the latter group that did most of the ground-breaking research.

Gatos et al. focused their analysis on direct optical excitation of surface states. We shall also start by
considering this case. For simplicity, we concentrate on the case of an n-type semiconductor. The basic
phenomenological picture of the physical processes involved is shown in Fig. 14. In a depleted n-type
semiconductor, Qss is negative and Qsc is positive. Illumination by photons with energy h� > Ec ÿ Et

may produce electron transitions from a surface state at an energy Et into the conduction band
(Fig. 14(a)), where they are quickly swept to the semiconductor bulk by means of the surface electric
®eld. Hence, Qss becomes less negative and the space charge region becomes less depleted. Therefore,
the surface state depopulation is accompanied by a decrease in the (absolute value of) the band bending,
i.e., a SPV. Shortly afterwards, the same group discovered the complementary effect (Fig. 14(b)) [103].
Illumination by photons with energy h� > Et ÿ Ev may produce electron transitions from the valence

Fig. 14. Surface state depopulation (a) and population (b) in an n-type semiconductor.
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band into a surface state situated at an energy Et above the valence band maximum, Ev (which are
equivalent to hole transitions from the surface state to the valence band). Such transitions would make
Qss more negative and hence the surface barrier would increase. Naturally, this requires that the surface
state in question be not completely ®lled prior to excitation. Super-bandgap illumination typically
(although not always) tends to decrease the surface barrier. Thus, this effect was ®rst dubbed
`photovoltage inversion' or, when in the presence of other `regular' transitions, `photovoltage
quenching' [103]. The phenomenology of this type of SPV is more complicated since the photo-
generated holes tend to accumulate at the surface rather than be swept away by the electric ®eld. Thus,
there is initially no charge separation and hence no SPV. For the SPV to develop it is necessary to have
a signi®cant diffusion of the excess holes into the bulk and/or a signi®cant recombination of electrons
and holes inside the SCR.

As in the previous section, the key to a quantitative analysis is in ®nding the surface potential for
which charge balance is maintained under illumination. As a ®rst step, let us assume that all transitions
involving the minority carriers (holes, in this case) are negligible. This assumption may be valid in
practice, for example, if (a) the (®lled) state is positioned in the upper half of the bandgap and photons
with h� < Eg=2 are used, and (b) the state's thermal cross-section for holes is very small. With the help
of Eqs. (2.12)±(2.15) and Fig. 1, the rate equation for the surface charge density may be written as:

dnt

dt
� ÿgth

n ÿ gopt
n � rth

n � ÿ�opt
n In�t ÿ cnn�t n1 � cn�Nt ÿ n�t �n�s : (2.81)

Speci®cally, under steady-state conditions, we obtain:

Qss � ÿen�t � ÿ
ecnn�s Nt

�opt
n I � cn�n1 � n�s �

: (2.82)

The case of unipolar excitation considered here is particularly simple since the quasi-Fermi level must
be rigorously ¯at. This is because the electron current in itself, and not just the total current as before,
must vanish in steady-state. Moreover, if the surface illumination is not too strong, the excess majority
carrier density in the bulk is negligible. Physically, this is because the illumination only `returns to the
bulk' electrons caught in the surface state, but does not produce a new excess. Hence:

n�s � n�b exp ÿeV�s =kT
ÿ � � nb exp ÿeV�s =kT

ÿ �
: (2.83)

By combining Eqs. (2.82) and (2.83), Qss is explicitly expressed in terms of the surface potential.
Furthermore, Qsc is expressed by the usual relation (2.52). Therefore, the change in surface potential,
i.e., the SPV, may be found. Szaro [104] has studied the theoretical SPV obtained under these
assumptions. He has found that the sub-bandgap SPV increases with increasing surface barrier, as in the
case of the super-bandgap SPV. However, as opposed to the latter case, the SPV does not change sign at
or near the transition from the depletion to the accumulation regime. This is because the nature of the
physical process involved always makes the surface more positive regardless of the initial sign of the
surface band bending. Szaro has further noted that the SPV signal increases with increasing surface
state density, decreasing bulk electron concentration, and decreasing temperature. All these
observations are easily explained physically. The larger the surface density is, more electron transitions
are induced with the same photon ¯ux, and hence the larger the SPV is. The smaller the bulk charge is,
screening of the surface disturbance from equilibrium is more dif®cult, and hence a larger SPV is
needed to change the bulk charge distribution accordingly. Finally, lowering the temperature has the
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same effect as in the super-SPV case, namely, suppressing thermally-induced transitions. For the latter
reason, the sub-bandgap SPV is also expected to decrease with increasing semiconductor bandgap
[6,105].

In the particularly simple case of unipolar excitation, a relatively low illumination level may result in
a relatively small electron current even during the transient response. As a result, Eq. (2.83) remains a
reasonable approximation even under non-steady state conditions. Unlike the super-bandgap SPV case,
the transient response may be treated analytically here by combining Eq. (2.81) with Eq. (2.83) and the
Poisson equation [110]. Based on these equations, it is readily observed that the change in nt (and hence
the change in surface voltage) is, in general, non-exponential, because n�s depends on V�s which
obviously changes during the transient response. The transient response is approximately exponential,
however, if the recombination term is negligible with respect to the generation terms in Eq. (2.81).

The optical cross-section, �opt
n , is photon energy dependent (just like the band-to-band absorption

coef®cient). Lucovsky [106] has quantum-mechanically calculated the theoretical dependence of �opt
n

on the photon energy by studying the transition from a bulk impurity level to a parabolic band assuming
a delta-function potential for the impurity. His work was later generalized by Grimmeiss and Ledebo
[107] for non-parabolic, non-spherical bands. These calculations show that in general:

�opt
n ' h�� �ÿk

h� ÿ Et� �n; (2.84)

where k is either 1 or 3 and n is either 1, 1:5, 2, 2:5, or 3, depending on the nature of the optical
transitions and the type of the impurity center. Unfortunately, it is much more dif®cult to calculate
similar expressions for surface states due to the reduced symmetry of the energy levels and potentials
involved. Nevertheless, for lack of a better model, a dependence of the type given by Eq. (2.84) is often
used for surface states as well, with an adequate ®t between theory and experiment [108].

The case of optical interaction of the surface states with minority carriers is less amenable to simple
analysis. While the rate equation (Eq. (2.81)) may be easily extended to account for transitions
involving the valence band, the quasi-Boltzmann relation (Eq. (2.83)) is not expected to hold for holes.
The reason is that excess holes are generated and accumulated locally near the surface, as opposed to
the previous case where the electrons were quickly swept out of the space charge region. To the best of
our knowledge, this case has not been dealt with analytically in the literature and one must resort to
numerical analysis.

Several other complications to the simple picture may arise. If there is more than one type of
independent surface states, a rate equation similar to Eq. (2.81) ± for interaction with one or both of the
bands ± must be written for each level separately. Therefore, different surface states may
`communicate' via the bands. For example, some electrons excited from a given surface state into
the conduction band may be re-trapped by a different state, thereby reducing the deviation from
equilibrium and hence the SPV [109]. If the surface state density is very high, or two surface states are
derived from the same physical complex, direct optical excitation of carriers from one level to the other
may become possible. Mathematically, this would require the addition of appropriate terms to the rate
equations. Another possible complication is related to the effectiveness of the `communication'
between surface states and the semiconductor bulk. As noted in the previous sub-section, the time
necessary for the equilibration of the surface and the bulk may vary over many orders of magnitude and
results in the distinction between `slow' and `fast' states. A somewhat similar effect is related to the
relaxation time of the sample back to its equilibrium surface voltage value following optical excitation
[110,111]. If, for example, the SPV was a result of electron excitation from surface states into the bulk,
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its relaxation would necessarily involve the return of the same amount of electrons to the surface states.
If the surface barrier is very high with respect to the thermal voltage, bulk electrons would take a long
time to overcome the surface potential barrier, reach the surface, be trapped in surface states and
resume the equilibrium distribution. The relaxation process may also be hindered by very small thermal
cross-sections (and hence capture coef®cients) of the surface states. As a result, very long relaxation
times may be obtained, possibly extending over many hours [110].

So far, only sub-bandgap SPV due to carrier transitions involving surface states has been considered.
Gatos and Lagowski [6] have considered other mechanisms for the absorption of sub-bandgap
illumination, shown in Fig. 15. Figs. 15(a) and (b) feature the impact on the SPV of sub-bandgap
absorption in bulk gap states present in the SCR of an n-type semiconductor. In Case (a), trapped
electrons are excited to the conduction band, where they are swept to the bulk. The ®nal result is a net
charge separation where, for each transition, a positively charged impurity is positioned closer to the
surface and the electron, previously contained in it, is positioned further from the surface. This creates a
macroscopic electrical dipole, which is pointed in the opposite direction of the surface barrier and
hence screens it. In Case (b), electrons are excited from the valence band to gap states, leaving free
holes behind (or alternatively, trapped holes are excited to the valence band). The free holes are swept
to the semiconductor surface. The ®nal result is again a net charge separation and a macroscopic

electrical dipole which is pointed in the opposite direction of the surface barrier and hence reduces it.
Alternatively, electrons bound in the surface electron states may recombine with the holes accumulated
in the vicinity of the surface. This does not change the net charge balance but provides another physical
way of understanding the effect by a reduction of the surface charge and hence the surface barrier. In
principle, the situation depicted here is quite similar to that of super-bandgap illumination, except that
in the latter case the screening of the surface barrier is achieved via the separation of electron±hole
pairs and not by the separation of a charge carrier ± charged impurity pair. A clear difference between
surface states and bulk states is also apparent from this discussion. Whereas the sign of the SPV due to
transitions involving the conduction band and the valence band is opposite in the case of surface states,
it is not in the case of bulk states. Fig. 15(c) features intra-band absorption, where electrons are
promoted to a higher energy within the conduction band and thus can surmount the surface barrier,
reach the semiconductor surface and be trapped in surface states. This increases the surface state charge
and hence the surface barrier. However, the free carrier absorption coef®cient, which is proportional to
square of the wavelength [98], is typically negligibly small with respect to surface and/or bulk electron
transitions unless extremely long wavelengths are used [6] and is not considered further here.

As noted above, the possible signi®cance of bulk states has been recognized very early in the history
of the sub-bandgap SPV. Nevertheless, it has only been seriously studied theoretically in the ®rst half of
the 1980s. Germanova et al. [111] and Szaro [112] have theoretically considered the case of unipolar

Fig. 15. Schematic representation of various sub-bandgap illumination photovoltaic effects: (a) Bulk state to conduction band

electron transitions. (b) Valence band to bulk state electron transitions (c) Intra conduction band electron transitions. Dashed

line indicates the position of the conduction band under illumination (after Gatos and Lagowski [6]).
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excitation of bulk states for p- and n-type semiconductors, respectively. For ease of comparison with the
previous considerations in this section, let us consider the case of an n-type semiconductor which
contains both shallow donors and deep donors [112]. The corresponding form of the Poisson equation is
then:

d2V�

dx2
� ÿ e

�
Nd � p�t ÿ n�b
ÿ �

; (2.85)

where p�t is the density of trapped holes in the deep donors and Nd is the shallow donor density.
Furthermore, the quasi-Boltzmann relation (Eq. (2.83)) is applicable in the unipolar excitation case for
the same reasons given above. The analog of Eq. (2.82) in the bulk is:

p�t � Nt ÿ n�t �
�opt

n I � cnn1

�opt
n I � cn n1 � n�beÿV�s =kT

ÿ �Nt: (2.86)

Hence, for a given excess electron density (�n), p�t is known, and Eq. (2.85) may be integrated to yield
the appropriate space charge function F�, and thus Qsc. Surface trapping effects may be taken into
account by calculating Qss using Eq. (2.82). The sub-bandgap SPV may be found by calculating Vs for
which the space charge is equal to the surface charge both in the dark and under steady-state
illumination. A typical result of such calculations is given in Fig. 16 [112]. Essentially, Fig. 16 is the
sub-bandgap analogue of Fig. 11 discussed in the previous section. In both ®gures, the SPV increases
with increasing initial barrier height until ®nally reaching saturation. `Bulges' are observed in the
curves due to the differences in the effectiveness of surface capture processes for different barrier
heights. Here, the SPV signal at low barrier heights (and also at accumulation) is quite negligible. This

Fig. 16. SPV as a function of surface potential in equilibrium at different levels of surface trapping, for an n-type sample with

1016 cmÿ3 bulk donors and surface acceptors of various density. Inset: Schematic diagram showing gap state energies (after

Szaro [112]).
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is because the sub-bandgap SPV response is smaller due to the smaller number of bulk states with
respect to the band density of states. The saturation in the SPV with increasing barrier height is due to
an additional mechanism. As the barrier height increases, some of the bulk states in the vicinity of the
surface may be shifted above the Fermi level. Such states are essentially empty and do not contribute to
optical absorption. Thus, as the barrier height is increased, there are more bulk states in the surface
SCR, but the number of those participating in the SPV generation remains constant beyond a certain
barrier height.

Performing a similar analysis, Germanova et al. [111] have noticed that in certain situations a bulk
state involving majority carriers may actually increase the surface barrier rather than decrease it.
Consider, for example, an n-type semiconductor with a depletion-type surface barrier. As explained
above, electrons excited from bulk states into the conduction band should decrease the surface
potential. However, the increase of the free electron density also enhances the probability for electron
capture in surface states and hence increases the surface state occupation. Evidently, making the surface
more negative in an n-type semiconductor should increase the surface barrier.

In order to consider the speci®c results of Germanova et al. [111], we note they have been obtained
for a p-type semiconductor, i.e., holes are excited from deep bulk states to the valence band, whereby
some of them are trapped in donor-like surface states. Fig. 17(a) features the dependence of the SPV on
the bulk state density obtained by Germanova et al. For relatively large bulk densities, the SPV is
negative, i.e., the ( p-type) surface barrier is decreased, as is the normal case. For decreased bulk state
densities the SPV is inverted, i.e., the surface trapping effect is dominant and the surface barrier
increases. This behavior may be further understood with the help of Fig. 17(b), which shows the
corresponding space-charge curves for high and low bulk state densities. In the high bulk state density
case, the surface states are essentially ®lled with holes even before illumination (which means that all
surface donors are ionized). Hence, the capture of holes under illumination is negligible, Qss does not
change appreciably under illumination, and the increase in Qsc decreases the band bending, just like in

Fig. 17. (a) SPV vs. bulk state density, and (b) space charge curves in the dark (solid lines) and under equilibrium (dashed

lines) for a bulk state density of 1:5 � 1014 cmÿ3 (A) and 1:1 � 1018 cmÿ3 (B), in a p-type sample with 5 � 1011 cmÿ2 surface

states. l ÿ low illumination intensity, h ± high illumination intensity (after Germanova et al. [111]).
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the super-bandgap SPV case. However, in the low bulk state density case, the surface states are
signi®cantly populated by electrons under equilibrium. Hence, a substantial increase in Qss is observed
under illumination. Since the increase of Qsc upon illumination in this case is relatively slight, the net
result is an increase in the surface barrier. Such a SPV inversion mechanism has been observed
experimentally (see Section 4.2 below) as well as re-con®rmed theoretically by Davydov et al. [113].

Szaro [114] has also studied the case of an n-type semiconductor with a deep donor-like bulk state
under bipolar sub-bandgap excitation. There, electrons may overall be excited from the valence band to
the conduction band, via the intermediate gap state, and the problem is quite similar to that of super-
bandgap SPV. Therefore, the SPV problem may be solved analytically as in Section 2.2.2. Szaro
performed such calculations while varying the ratio between surface state electron and hole capture
coef®cients. He noted that hole trapping in acceptor-like surface states greatly increases the SPV by
reducing the surface charge. This is also feasible with super-bandgap illumination, but here surface
effects are much more pronounced with respect to free carrier screening effects. Finally, Szaro noted
that if the bulk state density were relatively small, its effect on the Poisson equation would be
negligible, and the excess free carrier densities in the bulk would become independent of the bulk state
density. Thus, it may seem as if for low bulk state densities the SPV is independent of this density. The
only difference (analysed in a subsequent publication [115]) is that the lower the bulk state density the
longer is the transient response. This conclusion may seem quite strange as one expects that the more
bulk states there are, the more ef®cient the optical generation is and the larger is the deviation from
equilibrium (and hence SPV). Szaro's analysis was performed assuming that those bulk states provided
the sole recombination mechanism and not only the sole generation mechanism. Under such conditions,
the excess carrier density is really independent of bulk state density since the reduced generation is
compensated by reduced recombination. However, in the presence of a competing recombination
mechanism (e.g., via other defect states or via band-to-band recombination), these conclusions are no
longer valid.

Several of the studies surveyed above [111,114] suggest that bulk state effects on the SPV are
relatively weak with respect to surface state effects. The relative importance of surface and bulk
transitions has been examined by Leibovitch et al. [116]. By performing two integrations of the Poisson
equation and using integration by parts, one may recast the Poisson equation in the one-dimensional
integral form:

Vs � ÿ
Z w

0

x��x�
�

dx; (2.87)

which facilitates a direct relation between the charge density in the SCR and the surface potential.
Moreover, the charge balance condition may be written in the form:

Qss � ÿQsc � ÿ
Z w

0

��x� dx: (2.88)

Let us consider the case of small perturbations, which is more readily amenable to analytical
procedures. For small signals, the variation in the surface potential may be related to the variation in the
charge density by performing calculus of variations, while taking into account that w is also dependent
on the perturbation. This yields:

�Vs � w

�
�Qss �

Z w

0

�wÿ x����x�
�

dx: (2.89)
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For an order of magnitude estimate, let us assume that ���x� is constant throughout the SCR.
Furthermore, we de®ne the effective surface density of the variation in bulk state volume density as
�Qb � w � ��. Assuming that �Qb and �Qss are equal, integrating Eq. (2.89) directly yields that the
SPV due to the surface perturbation is really larger, but only by a factor of two. Thus, SPS is
indeed inherently more sensitive to surface states than to bulk states, but not by much. (This is
compatible with the linguistic observation that `surface' pertains to the `photovoltage' rather than to the
`spectroscopy'). A larger difference between surface and bulk state excitation on the SPV arises
in detailed calculations. This is because for, e.g., w � 0:1 mm, a reasonable surface state density of
1011 cmÿ2 is equivalent to a bulk volume density of 1016 cmÿ3, which is a relatively high value for
samples of reasonable quality.

2.2.4. The Dember potential

In the two preceding sections, we have consistently assumed that the SPV stems only from changes
in the surface potential drop across the SCR. In this sub-section, we examine the validity of this
assumption by studying the voltage which may form across the region of the sample which is
electrically neutral in equilibrium, known as the Dember photovoltage [25,61]. Consider a sample
which has no surface states and hence no surface SCR and no SCR-related SPV. The physics of
the Dember photovoltage has to do with non-uniform generation or recombination in a sample.
For example, under super-bandgap illumination through the top surface of the sample, the gene-
ration decays into the sample due to optical absorption [see Eq. (2.58)]. The ensuing gradient in
excess carrier concentration results in the diffusion of both electrons and holes further into the
semiconductor bulk. The electrons are more mobile than holes and hence diffuse faster into the bulk.
This creates a net electric ®eld in the direction of the bulk, which drives the holes deeper into the
sample and retards the motion of the electrons into the sample. Even though the sample is entirely
neutral in the dark, it is no longer so under illumination. The sign of the Dember photovoltage is
determined solely by the sign of the faster diffusing species and hence it is positive for both n-type and
p-type semiconductors.

The steady-state illumination-induced electric ®eld across the sample may be calculated from the
requirement of zero total current, Jn � Jp � 0. Expressing the currents by the drift-diffusion
expressions (Eq. (2.3)) and assuming quasi-neutrality, i.e.,

�n�x� � ���x�; d�n�x�
dx

� d�p�x�
dx

; (2.90)

it is easy to show that the electric ®eld is given by [90]:

E�x� � �Dp ÿ Dn��d�n�x�=dx�
�0 � q��n � �p��n�x� ; (2.91)

where �0 � e�nb�n � pb�p� is the dark conductivity of the sample. It should be noted that the quasi-
equilibrium conditions (Eq. (2.90)) are clearly an approximation because a non-zero net charge must
exist in the presence of a non-zero electric ®eld. However, the electric ®eld as given by Eq. (2.91) may
be used in Poisson's equation to calculate the net difference �pÿ �n and thus estimate the error
involved [117]. For, e.g., extrinsic silicon, the quasi-neutrality assumption is good for any injection
level [90]. Since under the above assumptions the surface voltage is zero in equilibrium, the SPV is
immediately calculated by integrating Eq. (2.91). Using the semi-in®nity boundary condition (i.e., no
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excess carriers at the back side) and the Einstein relations (Eq. (2.6)), we obtain [118]:

SPV � ÿ
Z 1

0

E�x� dx � kT

e

�n ÿ �p

�n � �p

ln 1� e��n � �p��n�0�
�0

� �
: (2.92)

Relation (2.92) describes the dependence of the Dember photovoltage on the excess carrier density at
the front end of the nominally quasi-neutral region. The Dember photovoltage vanishes when �n � �p

since no net separation of charge and hence no electric ®eld are to be expected when both charge
species are equally mobile. In addition, it is clear that the Dember effect is more pronounced in
materials where the mobility difference between electrons and holes is fairly large. The Dember effect
is typically signi®cant only under high injection conditions where �n�0� is of the order of nb (see
Eq. (2.92)). For example, for n-type GaAs at �n=nb � 10ÿ2 one obtains that the SPV is only � 5 mV.
The number is even smaller for, e.g., silicon, where the ratio of electron to hole mobility is smaller.
However, since the magnitude of the Dember potential increases logarithmically with excess carrier
density, it is not always negligible at higher illumination intensities.

The Dember photovoltage is related to electron and hole diffusion coupled by means of the electric
®eld in the quasi-neutral region. Therefore, in order to determine �n�0� the ambipolar transport
equation [90] which properly describes such coupled transport should be used. (The ambipolar
transport equation is obtained from inserting the drift-diffusion current expressions (Eq. (2.3)) in the
continuity equations (Eq. (2.2)). The resulting equations are linearly combined so as to nullify the term
containing the derivative of the electric ®eld.) Assuming the electron and hole generation and
recombination rates are equal, the result is:

�aE�x� d�n�x�
dx

� Da

d2�n�x�
dx2

� G�x� ÿ R�x� � 0; (2.93)

where �a and Da are the ambipolar mobility and diffusion coef®cient, respectively, given by:

�a � �nÿ p��n�p

n�n � p�p

; Da � �n� p�DnDp

nDn � pDp

: (2.94)

Eq. (2.93) implies that in the presence of a coupling electric ®eld, the effective mobility and diffusion
coef®cient of the charge carriers are modi®ed to account for the coupling effect to the other charge
carrier type. Even if a standard SRV type boundary condition (see Eq. (2.60)) is taken at the surface
(x � 0), Eq. (2.93) cannot usually be analytically solved. This is because of the electric ®eld term which
couples it to the Poisson equation. An analytical solution can be obtained if �a � 0, i.e., n � p. This is a
reasonable approximation only if the sample is close to intrinsic or the injection is extremely high.

A few more comments are in order. So far we have only discussed the case where the bands are ¯at in
the dark and no surface states are present. Then, the Dember effect is the sole cause of the SPV. In the
general case, it is usually assumed that the overall SPV is the sum of the SCR-related SPV and the
Dember photovoltage, where each is calculated separately. However, the two potentials are inter-
related: Under signi®cant Dember effect conditions, the minority carrier transport equation (Eq. (2.59))
has to be replaced by the ambipolar transport equation (Eq. (2.93)). In addition, the boundary condition
for the Dember potential should either be taken as an effective SRV at the edge of the SCR (Eq. (2.60)),
or be replaced with the detailed current balance equation (Eq. (2.62)). This coupling alters the precise
value of the SPV due to each mechanism with respect to its value in the absence of the other
mechanism. However, it does not modify the physical picture given above.
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While the `classical' Dember photovoltage discussed above is due to non-uniform generation, non-
uniform recombination also results in a photovoltage `of the same genre as the Dember voltage' [119].
For example, Buimistrov et al. [69] have discussed the presence of a signi®cant bulk state density which
causes a signi®cant difference between electron and hole capture as a source of SPV. If the generation is
fairly uniform (as in, e.g., sub-bandgap illumination) and there is a signi®cant surface recombination,
electrons and holes will diffuse in the direction of the surface and the Dember voltage would be
negative, rather than positive. Interestingly, a sub-bandgap photovoltage signal which has been
observed as early as 1965(!) by Nadzhakov and Balabanov [120], was intepreted in terms of such a
recombination-related Dember effect rather than in terms of defect state transitions, as in Section 2.2.3.
While Nadzhakov and Balabanov offered no proof for this mechanism in their speci®c case, its possible
contribution in other cases is almost always overlooked.

2.2.5. Effect of buried interfaces

All of the preceding discussion has been devoted solely to a study of semi-in®nite, uniform bulk
samples. However, actual semiconductor samples may be thin, i.e., not much larger than the diffusion
length and/or the absorption length, so that excess carriers may be present near their back part as well.
Samples may also comprise of a multi-layer structure, which has several buried interfaces due to
homojunctions and heterojunctions in the structure.

At a ®rst glance, interfaces which are buried deep enough into the sample may seem unable to
contribute to the measured SPV signal, due to screening by a thick enough quasi-neutral region.
However, this statement is erroneous. To understand why, let us consider a semiconductor sample
comprising a semiconducting ®lm grown on a semiconducting bulk substrate, which may have different
material parameters. A schematic typical band-lineup of such a structure in the dark (solid curve) and
under illumination (dashed curve) is shown in Fig. 18 [20]. There are two SCRs in such a sample (not
including the back contact, assumed to be Ohmic): an interface one (between the substrate and the ®lm)
and a surface one (between the ®lm and the ambient). Fig. 18 clearly shows that optical absorption in
any non-neutral region present within the sample (be it band-to-band or defect state to band) may
contribute to the measured SPV signal because the potential of the free surface is linked to any other
illuminated region, no matter how deep within the sample, as the energy bands are serially connected.
Moreover, Dember effects may arise from any illuminated quasi-neutral region of the sample. Thus, the
sensitivity of SPV measurements to a certain region in the semiconductor is limited only by the
absorption length of the photons, i.e., by the possibility of introducing an excess of free carriers in the
region of interest.

The sensitivity of SPV measurements to buried interfaces is underscored by the two different SPV
scenarios shown in Fig. 18. In both, the SPV is produced by changes in the band-bending of both the
interface and the surface SCRs. However, in one case the surface related SPV dominates, whereas in the
other case the interface-related SPV dominates. At a second glance, the sensitivity to buried interfaces
should not be too surprising: In a normal photodiode, the potential difference between the two contacts
changes even though the photovoltaically active region may be very far from the contacts. The same
occurs here, except that one `contact' is free.

While the above arguments are simple, they have been frequently overlooked in the past. As a result,
relatively little experimental or theoretical work has been devoted to studying the in¯uence of buried
interfaces on the SPV. The theory of junction-related surface photovoltage is given in detail elsewhere
[25,59], as noted in Section 2.2.1. Thus, it is worthwhile to elaborate on it here only to the extent that
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buried interfaces interact with the external surface or in the context of quantitative interpretation of
speci®c SPV experiments. Accordingly, it is discussed further where appropriate in Section 5 below,
especially in Section 5.5.

Fig. 18. Band-lineup of a typical thin ®lm structure in the dark (solid curve) and under illumination (dashed curve), where the

dominating contribution to the SPV is from the: (a) surface SCR, (b) interface SCR.

48 L. Kronik, Y. Shapira / Surface Science Reports 37 (1999) 1±206



To conclude this section, we note that in SPV the experimentally measured quantity is strictly a
surface quantity and as a result the technique is highly surface-sensitive. However, it is by no means
sensitive only to the surface. Rather, it is sensitive to the entire surface SCR (via super- or sub-bandgap
absorption), to the quasi-neutral bulk (via the Dember effect) and even to buried interfaces located
anywhere within the sample (as long as they can be reached by photons). Therefore, by proper design
and interpretation of experiments the SPV may be effectively used to gain information about various
semiconductor interface and bulk properties, in addition to semiconductor surface properties.

3. Experimental methods

SPV measurements are non-trivial because the surface potential is a built-in potential, rather than an
external potential. In other words, the surface potential is not equal to the difference in Fermi levels
between the front and back surfaces. Therefore, it cannot be measured simply with some form of
voltmeter. Moreover, in the case of a free surface, the application of any contact for indirect electrical
measurements of the built-in voltage (e.g., current±voltage or capacitance±voltage analyses) will
invariably alter the surface properties and hence the quantity under measurement. Consequently, many
elaborate techniques for measuring the surface potential (or at least changes of it) without applying a
direct electrical contact have emerged. This chapter is dedicated to a discussion of these methods.

3.1. The Kelvin probe

3.1.1. Principles of operation

An important key to several SPV measurement techniques may be found by re-examining the
electronic band structure at a semiconductor surface. By using Fig. 4, as well as Eq. (2.36), we
conclude that any change in the surface potential, eVs, causes a change of equal magnitude in the
surface work function, Ws. Therefore, in the absence of photochemical activity, the change in surface
work function is equal to the SPV (in absolute value terms).

One of the oldest techniques for determining relative changes in work functions is measuring the
work function difference between two materials forming the two sides of a parallel plate capacitor. A
schematic band diagram of two metals in such an arrangement (®rst employed by Kohlrausch [121]) is
shown in Fig. 19. Prior to connection (Fig. 19(a)) the metals are electrically neutral, no macroscopic
electrical ®elds arise, and the two metals share the same local vacuum level. Upon short-circuiting the
metals (Fig. 19(b)) charge must ¯ow from the metal with smaller work function to the metal with larger
work function until equilibration of the Fermi levels is achieved. As in any parallel plate capacitor, this
charge transfer results in an electric ®eld in the gap between the two plates and a drop in the local
vacuum level across this gap. Using Fig. 19(b) we conclude that this potential energy drop is equal to
the difference in the work functions of the two metals. The corresponding potential drop is usually
known as the contact potential difference (CPD) [22,24], i.e., eVCPD � W1 ÿW2.

As opposed to a `textbook' parallel plate capacitor, the potential drop described here is built-in and is
achieved under zero bias conditions. Theoretically, if both the stored charge, Q, and the overall
capacitance, C0, are known, the CPD may be easily calculated, because Q � C0VCPD. However, the
precise measurement of the stored charge is non-trivial. This obstacle has been overcome by Lord
Kelvin [122], who suggested that the CPD may be measured directly by a null-method. When an
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external dc bias, equal and opposite to the CPD, is applied to the capacitor (Fig. 19(c)), the Fermi levels
on both metals differ by VCPD, just as in the isolated case (Fig. 19(a)). No charge exchange between the
metals need take place and the capacitor is discharged. Hence, in order to determine the CPD, it suf®ces
to determine the applied bias which discharges the capacitor, even if neither capacitor charge nor
capacitance are known. If the spacing between the two plates is varied while the plates remain
connected under bias, the resulting capacitance change should induce a change in the capacitor charge
and hence a current in the external circuit. This current can be zero if and only if the capacitor is
discharged. Thus, the CPD may be easily found by determining the external bias for which no external
currents are observed upon changing the spacing between the plates. This type of arrangement is known
as the Kelvin probe arrangement, after its inventor.

The Kelvin probe arrangement has been extensively applied to the measurement of illumination-
induced changes in work function starting from the earliest experiments of Bardeen and Brattain [2],
and ever since. This has been achieved by Ohmically contacting the back side of the semiconductor
sample to a metallic reference electrode. Since the work function of the metallic electrode does not
change under illumination the relation:

ÿe�SPV � �Ws � e�VCPD; (3.1)

is assumed, based on Eq. (2.36). It is worthwhile to closely inspect the validity of relation (3.1) for a
metal±semiconductor Kelvin probe arrangement. The main cause for concern is shown in the schematic
band diagram of this arrangement, given in Fig. 20. In the isolated semiconductor (Fig. 20(a)) the
surface band bending is determined by the free surface charge neutrality condition, Qss � Qsc � 0. As
the metal is connected to the back side of the semiconductor (Fig. 20(b)) a MIS structure is formed.
Thus, the band bending in the semiconductor, and hence its work function, may change. As explained
in Section 2.1.5, the appropriate charge neutrality condition becomes Qm � Qss � Qsc � 0, where the
effect of Qm may be signi®cant if the width of the capacitor gap is not much larger than the width of the

Fig. 19. Schematic band diagram of a parallel plate capacitor formed from two different metals, with the two plates:

(a) isolated, (b) short-circuited, (c) connected through a DC bias equal and opposite to the contact potential difference.
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surface depletion region. Therefore, the potential energy drop across the capacitor gap may be modi®ed
to eV 0CPD � W 01 ÿW2 (where W 01 is the modi®ed work function of the semiconductor) instead of
eVCPD � W1 ÿW2. However, the magnitude of the external DC bias required to discharge the capacitor
remains equal and opposite to the real contact potential difference, VCPD, rather than to V 0CPD. This is
because when the capacitor is discharged Qm is by de®nition zero, the charge neutrality condition
reduces to that of a free surface, and the semiconductor work function returns to its original value, as
shown in Fig. 20(c). Hence, the rigorous theoretical validity of the Kelvin probe technique for SPV
experiments is established.

In Lord Kelvin's original experiments, the veri®cation of the capacitor discharge was performed by
manually moving the capacitor and measuring the resulting charge exchange with an electrometer
[121,122]. Consequently, a single CPD determination of limited precision required several minutes. In
1932, Zisman [123] introduced the vibrating capacitor Kelvin probe technique, in which the capacitor is
vibrated periodically so that a steady state ac current develops in the capacitor. This current is easily
monitored continuously. Thus, the dc bias is adjusted until the ac current is nulli®ed. The Zisman
approach increases the measurement sensitivity drastically since the measured ac voltage may be
considerably ampli®ed. Moreover, the measurement time is reduced from several minutes to several
seconds. As a result, it has become the standard setup.

3.1.2. Practical considerations

Anderson and Alexander [124] and later MacDonald and Edmondson [125] have analyzed the
dependence of the ac current on the modulation of the capacitance in terms of a simple equivalent
circuit, shown in Fig. 21. In the equivalent circuit, all potentials are overall (i.e., sum of external and
built-in) potentials since it is the overall voltage drop which controls the current behavior. Speci®cally,
the overall potential difference between the two capacitor plates is the sum of the built-in voltage, VCPD,

Fig. 20. Schematic band diagram of a parallel plate capacitor formed from a metal and a semiconductor, with the the two

plates: (a) isolated, (b) short-circuited, (c) connected through a DC bias such that the capacitor is discharged.
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and the external potential difference (manifested as an energy difference between the position of the
Fermi levels on both sides of the capacitor). The latter is the sum of the applied bias, Vb, and the voltage
drop across the resistor R. Hence, the equivalent circuit is very similar to the real circuit except that the
built-in potential, VCPD, is represented as a battery which is in series with the variable external dc bias,
Vb. Using the equivalent circuit, a simple use of Kirchoff's laws yields an equation for the charge on the
capacitor, Q�t�:

dQ�t�
dt
� Q�t�

RC�t� �
VCPD � Vb

R
; (3.2)

with the current obviously being the time derivative of the charge:

i � d

dt
C�t�Vc�t�� �; (3.3)

where Vc�t� is the overall voltage on the capacitor.
Naturally, the ac current increases with increasing ac capacitance. Therefore, it increases with

increasing probe area, increasing amplitude of vibrations, and decreasing probe-to-plate distance.
However, increasing the probe area decreases the spatial resolution. Decreasing the sample-to-probe
distance introduces mechanical dif®culties and increases the risk of landing the sample with the probe.
In addition, mechanical instabilities, which change the sample-to-probe distance, become more
important since they constitute a larger fraction of the overall distance. Let us consider some typical
values for the parameters at hand: For a probe area of 0.5 cm2 and a probe-plate average distance of 0.5
mm, C0 is less than 1 pF. With typical CPDs amounting to several volts at most, the ac current is
expected to be in the pA range at most. If one wishes to measure CPD changes down to the mV level,
for example, the currents may be as small as several fA. The easiest way to read such minute currents is
to use a very large value for the resistor R. For example, R � 1 G
 yields voltages of the order of mV to
mV. It is usually convenient to construct a circuit such that the large input resistance of a voltage
ampli®er serves as the resistor R. Since the late 1970s, following Bonnet et al. [126], it has become
increasingly popular to use a low input impedance current ampli®er (i.e., a current to voltage converter).
While theoretically equivalent, current detection has several practical advantages over voltage
detection, which are discussed below. If a current ampli®er is used, Eq. (3.3) is further simpli®ed to:

i � VCPD � Vb� � dC

dt
: (3.4)

Eq. (3.4) is strictly valid only when the input resistance of the current ampli®er, R, is zero, but is a
reasonable approximation as long as R is negligible with respect to the impedance of the capacitor at

Fig. 21. Equivalent circuit diagram for the vibrating Kelvin probe arrangement.
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the vibration frequency. Unfortunately, Eq. (3.4) is frequently used in the literature for analyzing the
voltage ampli®er con®guration, for which it is clearly inappropriate.

Eq. (3.2) is a time-varying ®rst order differential equation. As such, its solution is not expected to
generally be sinusoidal even if the capacitance modulation is sinusoidal [125], unless R is negligible.
Moreover, usually it is the distance between the capacitor plates rather than the capacitance itself,
which is modulated sinusoidally, i.e., C�t� � C0=�1� m sin �!t��, where ! is the vibration frequency
and m is the modulation index. A practical criterion for nullifying the current, regardless of its exact
mathematical form, is to establish the nullifying of the fundamental harmonic only. Typically, the
fundamental harmonic is isolated in two stages, shown in Fig. 22(a). First, the ac voltage (or current) is
ampli®ed in a (voltage- or current-sensitive) pre-ampli®er with a band pass ®lter centered at the
fundamental frequency. This greatly reduces higher harmonic contributions as well as noise at other
frequencies [127]. Next, the fundamental frequency is ampli®ed selectively using a lock-in ampli®er.
The ®nal output is a dc voltage which may be measured using any simple voltage meter and which is
nulli®ed when Vb � ÿVCPD, as appropriate.

Coupling to modern automatic data acquisition systems is done by using well known negative
feedback techniques, ®rst applied to CPD measurements by Simon [128] following the work of
Palevsky et al. [129]. The desired automatic readout of VCPD may be obtained by applying the obtained
dc output (in reverse polarity) back to the vibrating capacitor circuit, as shown in Fig. 22(b). In order to
understand why this yields the desired result, consider the formulation of the feedback circuit in terms
of an equivalent feedback loop, shown in Fig. 22(c). The charge on the capacitor is determined by the
effective potential difference, VCPD � Vb. For VCPD � Vb 6� 0, an ac voltage develops on the capacitor,
and is ampli®ed by means of the pre-ampli®er and the lock-in ampli®er, resulting in the dc output, Vdc.
We de®ne the effective gain, G, as the ratio of the dc output to the effective potential difference
input, i.e., G � Vdc=�VCPD � Vb�. In the feedback scheme of Fig. 22(b), Vdc � ÿVb. Therefore, we
obtain the relation:

G � Vdc

VCPD ÿ Vdc

) Vdc � G

1� G
VCPD: (3.5)

Fig. 22. Schematic block diagram of a Kelvin probe electrical circuit: (a) Manual mode. (b) Automatic mode. (c) Equivalent

feedback loop.
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If G is made large enough, Vdc approaches VCPD and may be monitored continuously, as in Fig. 22(b)
(assuming, of course, that the time interval between two consecutive measurement points is larger than
the electronic settling time of the circuit).

For successful Kelvin probe measurements of semiconductors, a reasonable back Ohmic contact
must be present for proper ¯ow of ac current between the capacitor plates. The resistance of this Ohmic
contact can be rather large without disturbing the measurements due to the large impedance typically
present anyway between the two capacitor plates. The measurement of semi-insulating samples is
problematic both because a good Ohmic contact is dif®cult to make and because the insulation of the
sample mount must be extremely high or the signal is lost through leakage [130]. Furthermore, for a
semi-insulating sample the voltage at the free surface of the sample may be different than the voltage
applied to the sample electrode due to the potential drop across the sample itself [131]. Finally, high
resistance samples are vulnerable to stray charges and to spurious dielectric response to stray electric
®elds [132]. Thus, while the measurement of high resistance samples is not impossible [130,131], it
requires extreme caution.

It is also necessary to consider the means by which a sustained and stable periodic vibration of the
probe plate is obtained. Early rudimentary mechanical designs [123,133±135] have not delivered
suf®cient performance on either count. Therefore, they were gradually replaced by electromechanical
methods ± typically attaching the probe plate to a moving coil or to the ¯exible diaphragm of a
loudspeaker [136±138], or employing electromagnetic drivers [139±141]. Both the former [142] and
the latter [143] approaches are still employed in modern day high performance Kelvin probes.
However, it is the piezoelectric drive technique, ®rst suggested by Besocke and Berger [144], which is
currently most commonly used. In this approach, the vibrating electrode is mounted on an oscillator
reed, which is fastened at the other end to a piezoelectric ceramic. This results in a simple and easy to
handle probe, which provides stable vibrations simply by applying an appropriate ac voltage to the
piezoelectric element. Furthermore, the probe-to-sample distance may be ®ne tuned by dc biasing the
piezoelectric element. More recently, it has been shown that a bimorphous piezoelectric element may
increase the immunity of the probe to mechanical noises and provide an even more stable operation
[145].

For completeness, we note that electrode vibration has also been obtained by utilizing the ac electric
force present between capacitor plates under ac voltage [146±148]. While the performance of this
approach (known as electrostatic excitation) is similar to that obtained using other means, it is more
complicated and has not found widespread use, except in the Kelvin probe force microscope, discussed
in detail in Section 3.4.1 below.

Being a purely electrical measurement, the Kelvin probe approach should, in principle, provide
accurate CPD readings under any ambient. Nevertheless, most surface physics experiments require
UHV conditions for obtaining a well de®ned surface for a reasonable amount of time. For such
experiments, the Kelvin probe itself, as well as any auxiliary mechanical and electrical parts introduced
into the vacuum chamber, should be vacuum compatible. High-vacuum-compatible Kelvin probes have
been demonstrated in the 1950s [141,149], and many UHV compatible probes have been demonstrated
since ([142±144, 150±152] are a few examples).

Despite the evident success in constructing and operating Kelvin probes in vacuum, the presence of
continuously moving parts in vacuo does present (surmountable) design challenges and is thus not
particularly welcome by vacuum engineers. As shall be seen below, it may also introduce problematic
mechanical noises. Consequently, two alternative approaches have emerged. Delchar et al. [153] used a
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static capacitor approach. In this approach, the charge ¯ow which occurs upon CPD changes is detected
and a potential which nulls the charge ¯ow is applied within a time which is much smaller than the
capacitor discharge time constant. Anderson and Alexander [124] have suggested a double-capacitor
approach: A static capacitor which is inside the vacuum chamber is serially connected to a vibrating
capacitor which is outside the vacuum chamber. Thus, the equivalent series capacitance is modulated
and an ac current is produced without motion in the vacuum chamber. Although both techniques are
elegant, they suffer from serious disadvantages. The static capacitor approach does not employ
synchronous detection and hence results in a reduced signal to noise ratio (SNR). Furthermore, spurious
currents may be misinterpreted as CPD changes. In the double capacitor approach, the equivalent
capacitance is smaller than that obtained from a single capacitor unless the static capacitor is much
larger than the dynamic one. However, this is hard to achieve since we have already noted that the
Kelvin probe capacitance is rather small to begin with. Hence, the resulting ac current is diminished and
the SNR is reduced. Bodrova et al. [154] seem to be the only ones to have actually employed such an
arrangement and have reported a factor of 6 reduction in the SNR with respect to a single vibrating
capacitor arrangement. Both the static capacitor and the double capacitor approach can only detect
CPD changes and not absolute CPD values. The former because it is only sensitive to changes in the
charging of the capacitor [155] and the latter because it cannot take into account the CPD between the
static and the dynamic capacitor plates [156]. However, for SPV measurements this suf®ces.

An implicit assumption in CPD measurements is that the work function of the reference electrode
remains constant during the measurement. However, the work function may be very sensitive to
variations in the ambient and thus invalidate the measurement. It is common practice to use an inert
reference surface, typically gold or tin oxide [156]. Both materials maintain their work function over a
relatively large range of pressures and temperatures. Tungsten is eminently suitable as a reference
electrode material in vacuum but is very sensitive to adsorption-related changes in work function [156].
More recently, a probe head made of aluminized mylar with holes allowing the continuous ¯ow of
purge gas has been suggested for maintaining a constant reference work function in air and/or under a
partial pressure of adsorbates [157]. With proper design, successful CPD measurements have been
demonstrated even under extreme conditions. These include a ¯ow reactor with temperatures as high as
750 K and partial pressures of H2, O2, and CO [158], or a furnace for redox processes with temperatures
up to 1000�C and partial pressures of oxygen [159]. If the constancy of the reference work function is
under any doubt, it is always a good practice to examine it by taking a CPD measurement with respect
to a well-de®ned auxiliary surface [156].

Many studies compare the work function of the sample before and after various treatments, e.g.,
overlayer deposition. To that end, various mechanical arrangements where the probe may be moved
away from the sample for the duration of the treatment are usually used [130,141,149,160]. During
such sample treatments, the reference electrode must be adequately protected so that its work function
does not change. A recent example is a Kelvin probe arrangement, which is compatible with a plasma
enhanced chemical vapor deposition process [161]. In this arrangement, the Kelvin probe is repeatedly
moved between a vacuum chamber, when the plasma is on, and a deposition chamber, when the plasma
is off. Following each measurement, the stability of the Kelvin probe work function is checked against a
gold reference present in the vacuum chamber.

If in situ measurements are to be pursued, two conditions must be ful®lled. The ®rst condition,
discussed above, is that the work function of the reference electrode does not change due to the process.
The second condition is that the Kelvin probe must not interfere with the studied process. An obvious

L. Kronik, Y. Shapira / Surface Science Reports 37 (1999) 1±206 55



example is that during SPV experiments, the Kelvin probe must be semi-transparent, i.e., made of a
metallic grid or a transparent conductor. A less obvious example is that during adsorption studies, the
probe may act as a shield hindering the impinging gas molecules from hitting the area below the probe
[162]. Consequently, a grid structure is to be preferred for such studies. Another con®guration
sometimes used for in-situ studies is that of the rotational Kelvin probe [120,163±165]. In this
arrangement, the capacitance modulation is achieved by rotating one of the capacitor plates with
respect to the other one so that a current pulse is obtained each time the moving electrode passes over
the stationary one. Other variations on this idea include moving the Kelvin probe in parallel to the
sample [166,167] or in a diagonal mode [167], or swinging the moving electrode in a pendulum motion
above the sample [168]. The moving probe may be positioned so that it does not obstruct the sample
signi®cantly and thus measurements may be performed during, e.g., adsorption [166], particle beam
bombardment [168], or evaporation [169,170] experiments. Another advantage of this approach is that
if several samples are positioned along the track of the moving electrode they may be measured
simultaneously [163,170]. The `penalty' of simultaneous measurements, however, is that because
current pulses have to be detected, a larger bandwidth of frequencies needs to be followed and hence
the SNR is reduced.

So far, only CPD measurements of solids has been described. However, CPD measurements of
liquids or objects immersed in liquids have also been performed from the earliest days of the Kelvin
probe [136±138]. The CPD between two liquids may also be measured by means of rotating a metallic
auxiliary electrode above two juxtaposed liquid electrodes [171]. Some pitfalls have to be avoided
when attempting such measurements. When (at least) one electrode is liquid, an obvious problem is the
necessity to contact the liquid. Moreover, the vibration of the Kelvin probe may disturb the surface of
the liquid and disrupt the measurement [171]. The relatively high vapor pressure of liquids makes a
contamination of the probe electrode more likely, even in a gas ambient, and thus the stability of its
work function needs to be particularly examined [157]. Finally, accidental dunking of the probe head in
the solution may ruin it. Therefore, use of a disposable probe head for such measurements has been
suggested [157].

An interesting application of measuring the CPD of a liquid is that the liquid provides a clean,
reproducible, and easy to obtain reference surface in a gas ambient. This is because a new
uncontaminated surface can be exposed simply by pouring out some liquid [157]. Moreover, the work
function can be calibrated using absolute half cell potential data [172]. CPD measurements where
both electrodes are solid but one or both of them are immersed in a liquid [127,173,174] are also
of importance since the humid environment may be crucial for accurately reproducing the required
chemical state of the surface. While properly designed and interpreted experiments may produce a
wealth of important information, several pitfalls must be recognized and avoided in order to complete
such measurements successfully. Viscous damping and wave propagation in the liquid call for a low
frequency of vibration [127]. The vibration of the reference electrode may cause a change in the
CPD between supposedly stable electrodes due to the disruption of a structure in the liquid, e.g.,
a ®lm of unsaturated hydrocarbon present at the surface of a metal electrode in the case of unsaturated
organic liquids [173]. Severe problems may ensue if the liquid is partially conducting. The current
between the electrodes causes the apparent CPD value to approach the value of the bias between
the electrodes, the alternating current may be very high even in the null position, and the sensitivity
of the electrodes to stray electric ®elds increases. All three effects have been observed when
CPD measurements at a polar liquid ambient were attempted [173]. Moreover, unless proper
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insulation is provided, the liquid may short circuit the sample surface to the sample holder. Finally, a
different dif®culty may occur if one electrode is immersed in a thick solution. The work function at the
electrolyte/ambient interface may differ from that at the sample surface due to potential drops across
the solution [174].

3.1.3. Limitations and solutions

In this section, we describe the general factors which limit the sensitivity and accuracy of Kelvin
probe measurements. We also propose practical solutions which make it possible to minimize or
circumvent these limitations.

As in any electronic measurement, the ultimate resolution with which the CPD may be resolved is
determined by the noise spectrum of the measurement. A comprehensive treatment of this noise
spectrum was provided by Baikie et al. [175]. Many of the noise sources may be signi®cantly reduced
by judicious use of electrostatic shielding. However, total shielding is extremely dif®cult, especially in
the presence of additional electrical connections [175]. Strong magnets should not be placed in
proximity to the Kelvin electrodes either [156]. Much of the noise spectrum is effectively eliminated by
using a narrow-band lock-in ampli®er, where the lock-in frequency is not a multiple of a frequency with
signi®cant noise components.

The most problematic noise sources are those with a frequency equal to the vibration frequency since
they are not eliminated by the lock-in ampli®er. One source for such signals is the residual electrostatic
pick-up by the Kelvin capacitor and/or (internal and external) connecting cables. Probe driver designs
have been offered, which reduce this noise by removing the driver as much as possible from the
vibrating capacitor [157,175]. However, many practical designs are subject to geometrical, ease of
handling, or other limitations which preclude such arrangements. A particularly problematic type of
driver frequency noise is contributed by microphonics, which is a general name for ac electrical signals
produced as a result of the vibration of conductors and insulators [176]. Since a maximal ac current is
obtained when the ac capacitance is maximal, the modulation index should be large. However, an
increased amplitude of vibrations increases the microphonic effects as well [177]. Thus, a signi®cant
effort has been devoted to eliminating any sources of mechanical vibrations [130,133,141,175,178±
180]. Noise contributions at the driver frequency may be modeled as parasitic ac current and voltage
sources, which are connected in parallel and in series, respectively, to the vibrating capacitor [176].
These prevent the ac current from being perfectly nulli®ed and produce a systematic error in the CPD
reading. Worse, the relative magnitude of the error term with respect to the real one, and therefore the
CPD reading, may become spacing dependent [176].

A different and major cause for inaccuracy in CPD readings is stray capacitance. The two Kelvin
probe plates are also capacitively coupled to, e.g., the electrostatic shield, the walls of the vacuum
chamber, and any other metallic or dielectric object [181], including sample areas of different work
function which are not situated directly under the probe [182], and supports and connecting wires [177].
If there is an appreciable CPD and/or applied bias between the electrode connected to the ampli®er and
the stray capacitance sources, the current-nullifying bias may differ from the real CPD.

Fig. 23 features a very simple equivalent circuit for analyzing stray capacitance effects. The Kelvin
electrodes are designated as `1' and `2', where `1' is the electrode connected to the ampli®er, and all
stray capacitance is lumped into a single stray electrode `s' with an effective external bias, Vst. The
nullifying bias Vb may be applied to Electrode `2' or `1', as in Figs. 23(a) and (b), respectively. For
simplicity, we assume a current ampli®er. Using Eq. (3.4), the total ac current sensed by the ampli®er in
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the two cases is [182]:

i � C12
1

e
�W1 ÿW2� � Vb

� �
� C1s

1

e
�W1 ÿWs� � Vst

� �
; bias at Electrode 2; (3.6a)

i � C12
1

e
�W1 ÿW2� � Vb

� �
� C1s

1

e
�W1 ÿWs� � Vst ÿ Vb

� �
; bias at Electrode 1; (3.6b)

where W is the work function of the different electrodes, C12 the ac Kelvin capacitance, and C1s the in-
phase component of the ac stray capacitance. Using Eqs. (3.6), the bias V0

b required to nullify the ac
current is given by:

eV0
b � W2 ÿW1 � C1s

C12

�Ws ÿW1 ÿ eVst�; for bias at Electrode 2; (3.7a)

eV0
b � W2 ÿW1 � C1s

C12 � C1s

�Ws ÿW2 ÿ eVst�; for bias at Electrode 1; (3.7b)

Eqs. (3.7) demonstrate that in both con®gurations there is a systematic error between V0
b and the real

CPD between the Kelvin electrodes. This error is signi®cant if the stray capacitance is large enough
[181]. As the stray to desired capacitance ratio depends on the sample-to-probe distance, V0

b will
become spacing-dependent, as in the case of spurious signals.

In SPV measurements only CPD changes need to be measured. Consequently, if the error term in
Eqs. (3.7) remains constant upon illumination (i.e., upon changes in the work function of the sample
electrode), the SPV measurement is precise even if the error in CPD is considerable. Electrode 1 can be
either the sample or the probe, i.e., either the static or the vibrating electrode. Inspection of Eqs. (3.7)
reveals that in either case for a constant error the bias Vb should be applied to the sample, rather than to
the probe [182,183]. Interestingly, this extremely simple and effective means of completely avoiding

stray capacitance errors in SPV measurements is barely noted in the literature. Potter [139] has
mentioned already in 1940 that the stray capacitance error is an additive constant but has neither proved
his claim nor discussed the conditions for its validity. Thus, his work was largely ignored or criticized
[181]. The issue was ®nally clari®ed by de Boer et al. [182], but is still frequently a source of confusion,
as correctly mentioned by Baikie et al. [183].

As shown in Section 5 below, some advanced SPV analyses combine SPV and CPD experiments for
data extraction. Therefore, we brie¯y discuss stray capacitance effects and means of minimizing them,
even though they should not affect SPV experiments. A simple precaution against stray capacitance is

Fig. 23. Equivalent circuit for including stray capacitance effects. The Kelvin electrodes are designated as `1' and `2'.

Electrode `1' is connected to the ampli®er. `s' ± stray electrode with an effective external bias. Vst. (a) Vb applied to electrode

`2', (b) Vb applied to Electrode `1'.
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keeping the sample-to-probe distance, d, constant. Then, the relative difference between CPD
measurements of different samples is minimized [130,184]. This may be impractical at liquid surfaces
[157] or in the presence of thermal expansion and/or applied stress effects. Actively controlling d with a
feedback loop offers a more reliable solution [142,185]. If this is not possible, it may be better to select
a spacing in which the slope of the dependence of V0

b on d is minimal, so that the error in CPD is close
to a constant [179]. Connecting the ampli®er to the static electrode [181] (i.e., to the sample rather than
to the probe) may reduce the CPD error by an order of magnitude [183]. This is because it minimizes
the stray capacities which oscillate at the same frequency as the Kelvin probe and produce stray signals
which are picked up by the lock-in ampli®er [141]. Unfortunately, this may interfere with other
electrical connections [184,186].

Many stray capacities may be eliminated with an electrostatic shield [149]. The stray capacitance of
the shield itself is eliminated if the shield and probe are made of the same material [160] or if an
auxilliary shield bias is used [139,181]. Many different shield designs have been proposed (see, e.g.,
[131,150,176,179,184,188,189]).

Further complications arise at samples with a non-uniform work function. In an ideal parallel-plate
capacitor, the measured CPD is an area weighted mean work function of the surface underneath the
probe, as long as `patches' of different work function are small with respect to d [187]. In practice,
fringing effects cause the probe to sense its surroundings as well [182,183]. The relative weight of the
area underneath the probe with respect to the bordering areas depends on d and is another cause for
spacing-dependent CPD readings [177].

An excellent tool for assessing stray capacities is studying the dependence of V0
b on d. For samples

with uniform work function, the real Kelvin signal must dominate for d ! 0, so that the CPD error at a
given distance can be assessed [128,181,182]. For samples with a non-uniform work function, this is
valid only if V0

b is `¯at' over a range which extends from a value of d which is much smaller than all
other characteristic lengths of the system [177,182]. Studying the dependence of V0

b on the amplitude
of vibrations allows for a distinction between stray capacitance amd microphonic effects. This is
because an increased accuracy with increasing amplitude of vibrations is indicative of a stray
capacitance, while the opposite is true for microphonics. Indeed, a decreased accuracy in CPD reading
with increased amplitude of vibrations has been misinterpreted for an increase in stray capacitance
[181] when in fact it was due to microphonics [177]. Changing bias polarity and/or the phase between
reference and signal in the lock-in ampli®er may also provide a key for detecting systematic CPD errors
[127].

We now turn to considering how the measurement sensitivity and accuracy may be increased using
electronic methods. We have noted above that a signi®cant modulation of the capacitance is usually
desirable because it increases the overall current and hence the overall sensitivity of the measurement.
However, this increases the harmonic distortion [125]. For a large enough modulation index, the second
harmonic may be larger than the fundamental one and further increases in the modulation index
actually reduce the signal at the fundamental harmonic. At very high frequencies, the harmonic
distortion becomes negligible. This is because for !� 1=RC0, the capacitor cannot change its charge
appreciably within a vibration period and therefore the potential on the capacitor varies as 1=C and is
purely sinusoidal [124,125]. Practically, a high enough frequency is often dif®cult to obtain because of
mechanical limitations and noise problems.

A large value of the resistor R is preferable for both minimizing harmonic distortions and
maximizing the measured ac signal. However, a large resistor R is also a source of many dif®culties.
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Kolm [163] has noted that the probe may effectively `¯oat' with respect to ground, resulting in
electrostatic accumulation which may produce even the wrong sign of CPD change following exposure
to ozone. A more prevalent problem is the effective short-circuiting of the large resistor by parallel
parasitic capacitance [124,179]. Although satisfactory performance was reported in some cases [191],
this problem has not been universally overcome. Bonnet et al. [126] were the ®rst to use a low input
impedance current-to-voltage ampli®er. Using a current ampli®er, parasitic capacitance only serves to
decrease the input impedance further, making the device even closer to an ideal current meter. This
makes it possible to increase the distance between the pre-ampli®er and the Kelvin probe, reducing
spurious signals [185]. The input impedance does not have to be really low either ± an impedance as
high as hundreds of k
 is still much lower than the impedance of the Kelvin capacitor and will produce
a negligible voltage drop [143]. Thus, most modern Kelvin probe designs rely on current, rather than
voltage, detection.

The electronic design can be used to correct, compensate, or reduce some of the problems associated
with synchronous pick-up and/or stray capacitance. Several authors have attempted to reduce
synchronous pick-up noises from the driver mechanism by using different frequencies for the
mechanical excitation and the electrical current. For example, when using electrostatic excitation [147]
or electromagnetic excitation with a non-polarized electromagnet [141], the ensuing ac current is
automatically obtained at twice the frequency of the exciting voltage. In an extreme application of this
concept, Harris and Fiasson have found that pick-up from the driving coil is acceptably small only at
the sixth harmonic [131]. Other advantages may be associated with multiple frequency schemes. For
example, Blott and Lee [178] excited the probe at two simultaneous frequencies and nulli®ed the low-
frequency envelope of the ac signal. This provided an accurate CPD reading even in the presence of
emission currents between sample and probe. While potentially useful, such excitation/detection
schemes invariably complicate circuit design and handling and do not always offer signi®cant
performance enhancement. In some cases they may even adversely affect the SNR of the measurement
[193]. Thus, they are not of very wide-spread use.

Recently, attempts at correcting spacing-dependent CPD readings have been made. Addition of a
deliberate dc offset inside the lock-in ampli®er has been shown to compensate for microphonics-
induced spacing-dependence [176]. Stray capacitance-induced spacing-dependence has been
compensated for analytically by extracting the stray coef®cients and adding a correction term [161].
While such corrections may make reading of the absolute CPD impossible, they provide accurate,
spacing-independent, monitoring of CPD changes. Just as properly designed electronics may decrease
the spacing-dependence, improperly designed electronics may increase them: The lock-in ampli®er
output may be below noise level (and thus considered zero) in some range of biases around the balance
point. Thus, the feedback loop would lock to the end of this range, rather than to its middle [131]. Since
the noise level may be spacing-dependent, errors which are spacing-dependent may be produced. In
addition, an insuf®cient feedback loop gain may produce an error between the real and measured CPD.
This error has also been shown to be spacing-dependent [176].

As clearly demonstrated above, applying a bias which nulli®es the lock-in ampli®er output has many
advantages. It also has some distinct disadvantages [175]. First, at balance the SNR is minimal since the
signal is smallest. Second, any part of the signal not contained in the detected frequency is wasted.
Third, the phase inversion around the balance point can cause lock-in complications. Finally, as
explained in the preceding paragraph, noise may cause a systematic error in CPD reading. Using a
current ampli®er, a linear relation between the current and VCPD � Vb is obtained (see Eq. (3.4)).
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Hence, by performing off-null measurements, i.e., measuring the current for many biases around the
bias point, the latter may be found using linear regression with signi®cant gains in the SNR [194]. This
may be rather easily performed automatically using appropriate software [142,195]. Moreover, the
average of the signal obtained at symmetric biases around the balance points should ideally be null and
hence produces the noise contribution only. This contribution may be dynamically subtracted to
increase the SNR [175]. A dif®culty, related with off-null measurements and not taken into account in
the literature, is that if the probe-to-sample distance is of the order of the depletion region width, the
in¯uence of the probe on the work function (see Fig. 20) may be considerable. Then, off-null
measurements may exhibit a deviation from the linearity of the ac current on VCPD � Vb and may be
rendered invalid. A different approach was used by Baczynski [196], who analyzed the signal in the
time domain. While more complicated, his approach makes it possible to eliminate stray signals by
means of detecting the phase difference between them and the desired signal.

The voltage resolution with which the balance point is determined is ultimately governed by either
the minimal noise level [191,194] or the minimal offset current [179,197] of the electronics. It is almost
invariably between �0:1 and �10 mV, depending on the probe size and distance from the sample and
on the sophistication of the electronics. It is very important to distinguish between the accuracy, with
which the balance point (i.e., the apparent CPD) is read, and the accuracy of the real CPD reading
[177,183]. The latter is subject to various systematic errors, discussed above. Using suf®cient
precautions on both measurement and ambient stability, an accuracy which is better than several tens of
mV may be achieved. The error with which the SPV may be determined is much closer to the accuracy
of V0

b . This is because the SPV is usually not (or almost not) subject to systematic errors, being a
difference between two CPD values in a given con®guration. Consequently, SPV values may routinely
be read with mV precision.

A signi®cant disadvantage of Kelvin probe measurements is that their temporal resolution is poor.
The dominant time constant is typically associated with the lock-in ampli®er. It is of the order of at
least tens of msec to several seconds, with the SNR decreasing the shorter the response time is, due to
the gain-bandwidth product rule. For example, decreasing the frequency band allowed into the lock-in
ampli®er requires a larger settling time and makes the measurement susceptible to instabilities in
oscillation frequency [127]. The time constant increases even more if off-null measurements are
employed [195]. Using the static capacitor approach [153], a time constant of 120 ms has been achieved
[198]. This value is still rather high for some applications but is extremely low for Kelvin probe
measurements. Therefore, it is clear that the Kelvin probe is ill-suited for measurements of the ac SPV.

3.1.4. Scanning Kelvin probes

A Kelvin probe may also be employed in a scanning mode: if the probe is scanned across the sample,
lateral variation mapping of the CPD (and hence also SPV) may be obtained. This concept was ®rst
employed by Parker and Warren [180], who studied lateral variations in work functions of gold and
graphite with a resolution of several mm. Since then, many authors have built and successfully used
scanning Kelvin probes with lateral resolutions of several tenths of a mm to several mm (see, e.g.,
[150,181,185,188,191,197,199±201]).

Butz and Wagner [202] used a 6 mm wire as the vibrating probe. Thus, they have sacri®ced lateral
resolution at one axis and obtained an effective resolution of �50 mm with a voltage resolution of �20
mV at the other axis. With more advanced designs, probe resolutions of several tens of mm on both axes
has been achieved [174,203,204]. MaÈckel et al. constructed a scanning Kelvin probe which features a
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spatial resolution of 5 mm, with a voltage resolution of several tens of mV [205,206]. In their
arrangement, the probe tip is prepared using STM-like techniques but is ¯attened to several mm. The
probe is actively maintained at a distance of about 50 nm from the surface. The distance control makes
it possible to use the microprobe for topographic mapping as well. A Kelvin probe with a record lateral
resolution of �100 nm and a voltage resolution of several mV was recently reported by Nabhan et al.
[208]. It is also based on active distance control, with the improvement obtained primarily through the
construction of a carefully shielded probe tip and the use of ultra-low-noise electronics.

Fig. 24 features two examples of semiconductor CPD maps obtained using a scanning Kelvin probe.
A CPD map of a (1 0 0) p-GaAs surface, on which 1.3 mm silver dots have been evaporated [197] is
shown in Fig. 24(a). The dots are easily detected by the probe because their work function is different
from that of the GaAs. A CPD map of a lateral Ti/Si(111) interface [201] is shown in Fig. 24(b), both in
the dark and under illumination. The SPV distribution is, by de®nition, equal to the difference between
the two maps. As expected, the metal (left side) shows no change in CPD under illumination, whereas
the semiconductor (right side) features a signi®cant change.

The successful use of a scanning Kelvin probe requires very careful attention since it is particularly
prone to many of the dif®culties of Kelvin probe operation explained above. First, an increased spatial
resolution requires the decrease of the probe size. This reduces the obtained ac current and decreases
the SNR, unless the probe-to-sample distance is minimized. The reduced size also makes the probe
particularly susceptible to stray capacitance effects [180]. Worse, the stray capacitance may
signi®cantly vary across the sample due to the changing distance between the probe and sources of
stray capacitance [181]. This may warp the obtained CPD map and cause serious artifacts. Furthermore,
edge effects, i.e., the probe sensing areas which are not directly underneath it, decrease the spatial
resolution of the probe. Such problems can be reduced but not necessarily eliminated by using
appropriate shields [150]. Because of stray capacitance problems (and also because of the importance
of mechanical stability when the probe is close to the sample), active probe-to-sample distance control,

Fig. 24. (a) CPD map of a mechano-chemically polished (100) p-GaAs surface on which 1.3 mm silver dots have been

evaporated (after Palau and Bonnet [197]). (b) CPD map of a lateral Ti/Si(111) interface in the dark (foreground) and under

illumination (background) (after Baikie and Bruggink [201]).
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discussed above, is very important for keeping the error in CPD as close to an additive constant as
possible [185,204]. In many cases, this is implemented by superimposing a high frequency ac bias on
the normal dc bias. This generates an ac current at the high frequency, which is proportional to the
instantaneous sample-probe capacitance. Therefore, it is an effective measure of sample-probe distance
[185,204,206,208]. BaumgaÈrtner [207] has shown that the ratio of the second and ®rst harmonics of the
ac current depends on the modulation index alone. For a ®xed amplitude of vibrations, this ratio is a
measure of the sample-to-probe distance and may also be used to close a distance-control loop,
eliminating the need for additional biases [205]. The `penalty' for this bias elimination, however, is
dif®culties in obtaining a reasonable SNR when, with an appropriate compensation bias, the current
approaches zero [206]. We note that in addition to spacing variations, deviation from plate parallelism
has also been shown to be detrimental to Kelvin probe operation and should be avoided [185,205].

Another problem is associated with the ®nite size of the probe head, even if fringing effects and non-
uniformities in probe work function are completely negligible [203]. Since the probe averages the work
functions underneath it, a rectangular change in the sample work function as a function of distance (Fig.
25(a)) will appear as a trapezoidal change if the feature is larger than the probe head (Fig. 25(b)) or a
triangular one if the two are equal (Fig. 25(c)). Particularly bothersome is that if the feature is smaller
than the probe, it will also appear to be trapezoidal, but with the largest measured change in work
function smaller than the real change (Fig. 25(d)). Fig. 26 features an experimental veri®cation of these
considerations [185]. A variation of 500 mV in CPD may be warped in both spatial shape and
magnitude, depending on the feature size. One must always take this effect into account when
analyzing spatially resolved CPD data. Indeed, several authors have used test structures of known CPDs
and various feature sizes in order to determine the minimal feature size for which no distortion of the
CPD magnitude is obtained [174,185,191,203].

To conclude our description of the Kelvin probe, we note that although the physical principles of the
Kelvin probe are simple, many technical questions need to be addressed for its successful operation.
However, once these questions are adequately answered, the Kelvin probe may be safely and
reproducibly used for contactless, non-destructive CPD and SPV measurements in an extremely a wide
range of samples, environments, temperatures, lateral resolutions, and more. The maturity of Kelvin
probe technology is perhaps best demonstrated by the several types of state-of-the-art Kelvin probes
which can be obtained commercially [209±211].

Fig. 25. Lateral distribution of sample work function (a) and measured CPD for a feature larger than (b), equal to (c), and

smaller than (d) the Kelvin probe size. p ± probe diameter, f ± feature size (after BaumgaÈrtner and Liess [203]).
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3.2. MIS structures

Let us reconsider the energy band diagram of a MIS structure, shown in Fig. 6(c). Assume that after
equilibrium is established, the capacitor is brought into open-circuit mode by disconnecting its two
terminals. If illumination is now applied to the capacitor, Vs may change due to the photovoltaic effect.
However, Vins, which is determined by Eq. (2.41), may not change because Qm cannot change in open-
circuit. Using Eq. (2.42), we conclude that the change in Vs must produce an equal change in VG, which
in this case is the voltage measurable between the two capacitor terminals. Thus, the SPV at the
semiconductor/insulator interface in a MIS structure can be found by measuring the photo-induced
(external) voltage changes between the MIS capacitor terminals. Morrison [212] seems to have been
the ®rst to apply the above explained approach for studying the SPV at a free semiconductor surface.
This has been achieved by placing a static platinum grid in front of the sample. Thus, an `arti®cial' MIS
structure where the insulator was simply air or vacuum was produced and contactless, non-destructive
SPV measurements were taken. Subsequently, his approach has been used by many other scientists. An
insulating spacer (e.g., mylar) may replace the air/vacuum gap (see, e.g., [213]), as long as the
placement of the spacer does not alter the surface properties of the semiconductor.

As in the case of the Kelvin probe, the simple physical principles of the measurement are
complicated by technical problems. In practice, every Voltmeter has a ®nite resistance. This means that
the MIS capacitor gradually discharges and the measurement is distorted. Hence, for steady-state
measurements the light source must be chopped at a suf®cient rate so that this discharge is negligible.
(Moreover, chopping the light is desirable since it makes a replacement of the simple voltmeter with a
lock-in ampli®er possible). This argument may be more readily understood using the simple equivalent
circuit of Fig. 27(a), where Cins is the capacitance of the MIS insulator and Ri the input resistance of the

Fig. 26. CPD variations across a perturbed area of variable width, x. Probe diameter: 2 mm (after Bonnet et al. [185]).
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voltmeter. Using the circuit, we conclude that in steady-state Vmeas is related to the real SPV by the
relation:

Vmeas � 1

1� i!CinsRi� �ÿ1
� SPV: (3.8)

Thus, Vmeas ! SPV if and only if !� �RiCins�ÿ1
, where ! is the modulation frequency. On the other

hand, as noted in Section 2.2.2, ! must not be too high or the ac SPV will differ appreciably from the dc
SPV. Thus, the measurement is precise if and only ! is inside a limited range [213]. The minimal !
necessary may be lowered if Ri and/or Cins are increased. However, increasing the former may increase
the noise and also lengthen the time-constant of the lock-in ampli®er [213]. An increase of Cins may be
achieved by decreasing the sample-to-metal distance. The problems associated with this decrease are
discussed below. Johnson [66] suggested that for calibration purposes, an ac voltage source may be
placed in series with the MIS capacitor so as to simulate the effect of illumination. This makes it
possible to experimentally obtain the dependence of Vmeas on the SPV, thereby making a precise
determination of the latter possible. If the relation between Vmeas and the SPV has not been examined,
theoretically or experimentally, one must settle for measuring the SPV in arbitrary units. Such data
representation is indeed frequently encountered in the literature.

SPV measurement using an MIS structure is clearly an off-null technique. Therefore, its application
to semiconductors may be subject to some serious dif®culties. First, since the free surface structure has
been replaced with a MIS structure, the MIS charge conservation rule, Qsc � Qss � Qm � 0, rather than

Fig. 27. Equivalent circuits for MIS capacitor SPV measurements: (a) Simple equivalent circuit. (b) Equivalent circuit

including sample resistance and voltmeter resistance and capacitance. (c) Equivalent circuit for a capacitive back contact. (d)

Equivalent circuit for a `¯ying spot' SPV apparatus.
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the free surface rule, Qsc � Qss � 0, should be used. If Qm is negligible with respect to Qsc, this is
insigni®cant. However, the metal is frequently placed within several microns from the semiconductor
surface for increasing Cins. Then, Qm is not negligible, as explained in Section 2.1.5. Mathematically,
adding a constant charge density, Qm, to the free surface charge conservation rule is equivalent to the
addition of slow surface states (see Section 2.2.2). Thus, V0

s , the equilibrium value of Vs, may be altered
and a different SPV obtained. The importance of this is application dependent and is discussed where
appropriate in Sections 4 and 5.

For some applications, controlling V0
s via an external bias may prove bene®cial. Here, this is easily

performed by applying a dc-bias to the metal electrode. This bias must be supplied through a large
resistor or the ensuing ac signal will be effectively short-circuited. As noted in Section 2.1.5, the effect
of the applied bias on V0

s may be very small if the surface state density is large, due to screening. This
requires an increased electric ®eld which is typically limited by the breakdown voltage of the dielectric.
Schulz et al. [214] suggested that in such cases some control of V0

s may be achieved by using a
ferroelectric crystal instead of a dielectric. This results in a very large electric ®eld between metal and
semiconductor due to the spontaneous polarization of the ferroelectric.

A severe problem may occur if Qm is signi®cant and ! is too low to meet the condition
!� �RiCins�ÿ1

. If the capacitor has enough time to change its charge during illumination, Qm may
change appreciably and the SPV may be different than that obtained with constant Qm. Here the
problem is not that Vmeas will differ from the SPV, as in Eq. (3.8). Rather, the SPV itself will be
different. Consequently, it cannot be corrected by a calibration signal. Worse, the extent of the change
in the SPV may depend on the intensity and the photon energy of the illumination. Thus, the measured
SPV spectrum may be very different from the real SPV spectrum. While spectra taken under such
conditions may still be (cautiously) used for qualitative purposes, any quantitative analysis of them is
dubious unless the time-dependence of Qm is explicitly taken into account.

The direct reading of the SPV via off-null measurements in the MIS capacitor approach also has
some distinct advantages over the null measurements performed in the Kelvin probe approach. First, its
noise level (and hence minimum attainable signal) is much better than that of the Kelvin probe and can
be rather easily reduced to the mV or sub-mV level [215]. Note that a mV noise level is also attained at
the output of the lock-in ampli®er used in Kelvin probe measurements. However, since there it is not
this voltage directly, but rather the dc bias used to nullify it, which is measured, the voltage resolution is
decreased. For example, detecting a 1 mV voltage across a 1 G
 resistor is tantamount to a current
resolution of 1 fA. For a probe capacitance of 1 pF, this implies a dc bias resolution of fA/pF �1 mV.
Second, the temporal resolution of MIS structures is considerably superior to that of the Kelvin probe.
Indeed, Johnson has used MIS structures as early as 1957 for measuring transient SPV responses in the
ms range [4].

Time-resolved measurements require that Vmeas re¯ect the real SPV over the entire time scale
involved. This calls for the relation between Vmeas and the SPV to be frequency independent at the
entire frequency range extending between the inverses of the longest and shortest times measured.
Recently, HlaÂvka and SÏvehla [216] have reexamined the frequency response of a MIS structure for SPV
measurements, using the more general equivalent circuit shown in Fig. 27(b) [215,216], where Rs is the
(often negligible) sample resistance, Ri is the Voltmeter resistance, and Ci is the Voltmeter capacitance
(including lead capacitance). They have noted that Vmeas ! SPV as long as Zi � Zs, where

1=Zi �
����������������������������������
�1=Ri�2 � �!Ci�2

q
is the total input impedance of the voltmeter and Zs �

��������������������������������
R2

s � �1=!Cins�2
q

.
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By analyzing the circuit of Fig. 27(b), it may be shown that Vmeas ! SPV if [216]:

Ri � Rs; Cins � Ci; (3.9a)

RiCins� �ÿ1� !� RsCi� �ÿ1: (3.9b)

Inspection of Eqs. (3.9) reveals that if the prerequisite condition, (3.9a), on voltmeter resistance and
capacitance is ful®lled, the frequency response is constant in a range in which the lower bound has
already been discussed above and the upper bound is dictated by sample resistance and voltmeter
capacitance. The minimal time which can be safely measured is of the order of RsCi. Since Rs is
typically small, a very good temporal resolution can be obtained even if Ci is non-negligible. Using this
approach, a temporal resolution of 0.1 ms has been demonstrated [216]. Such a resolution is clearly
many orders of magnitude better than that afforded by a Kelvin probe. However, the MIS capacitor
approach is not suitable for following long transients. From Eq. (3.9b), the maximal time for which a
transient signal can be adequately followed is bounded by RiCins, which is typically of the order of
msec. Longer transients must therefore be followed with a Kelvin probe. Meshkov and Akimov [217]
have constructed an apparatus where both the metallic electrode and the photon beam can be either
®xed or modulated. This device may be operated as either a Kelvin probe or an SPV-sensing MIS
structure and allows the user to enjoy the best of both worlds, depending on the application. Subsequent
authors devised other apparata which combine a Kelvin probe and a MIS structure. A recent example
may be found in [218], where the ®xed and vibrating plates are located adjacent to each other.

Another important advantage of the MIS approach is that the Ohmic back contact, crucial for Kelvin
probe measurements, may be replaced by contactless capacitive coupling (e.g., by means of a spacer)
[12]. An appropriate equivalent circuit is shown in Fig. 27(c). The capacitive coupling creates a
parasitic MIS capacitor in the back of the sample. However, as long as the capacitance of the back
capacitor is much larger than that of the front capacitor, the impedance of the former will be much
smaller that of the latter. Hence, the ac voltage on the back capacitor will be negligible and the
measurement will not lose in accuracy. This condition may be met either by decreasing the thickness of
the back insulator (which may be dif®cult), or simply by making the back capacitor area much larger
than that of front capacitor [12].

The MIS measuring technique is amenable to scanning applications and is also used for obtaining
spatially-resolved SPV maps. Kozhevin [219] provided an early demonstration of a line-scan of the
SPV at a `real' MIS capacitor, by scanning the surface with a narrow, modulated, light beam. More
recently, Munakata et al. [215] have designed a `¯ying spot' scanning SPV apparatus. The device is
based on an `arti®cial' MIS structure involving the sample under study. An illumination spot is scanned
across the surface via (one or more) cathode ray tubes. The ensuing SPV map is acquired using a
computer and displayed on a TV screen. They have extensively used this device for non-destructive
monitoring of defects and inhomogeneities (see, e.g., [213,215,220±231]). As an illustrative simple
example, an SPV image of a Si wafer after various treatments is shown in Fig. 28 [222]. Various degrees
of surface damage are easily exposed since they affect the magnitude of the obtained SPV signal.

In the `¯ying spot' approach, the metallic electrode covers the entire sample, whereas only a small
portion of the sample is illuminated at a given time. From an equivalent circuit point of view
(Fig. 27(d)), the unilluminated area introduces a shunting path in parallel with the illuminated area and
the SPV signal is effectively attenuated by the ratio of the illuminated area to the overall area.
Therefore, the magnitude of the signal is limited by the size of the illumination spot and not by the size
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of the capacitor. More recently, Lagowski et al. have suggested the arrangement shown in Fig. 2.29
[12]. In their device, the illumination point is ®xed in space and applied to the sample via a ®ber optic
cable inserted in the small metal electrode. Lateral resolution is obtained by placing the sample on a
moving stage.

To conclude this section, we note that `Arti®cial' MIS capacitor arrangements for SPV measurements
are commercially available [232±235] and are applied to many interesting and technologically
important quantitative analyses which are discussed in Section 5.

3.3. Other methods

3.3.1. E-beam analysis

In Section 3.1, we noted that the SPV causes a change of equal magnitude in the surface work
function, Ws. Therefore, any method for work function measurements (and not just the Kelvin probe
approach) can be used for SPV measurements simply by detecting illumination-induced changes in Ws

(a detailed discussion of such methods may be found in, e.g., [121,155,236]). Since the Kelvin probe is
one of the most sensitive and accurate methods for detecting changes in Ws, most other work function

Fig. 28. SPV images of a Si wafer: (a) Rough surface. (b) Polished surface. (c) Annealed surface (after Munakata and

Matsubara [222]).
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Fig. 29. (a) General schematic drawing of a SPV mapping apparatus. (b) Detailed schematic drawing of the probe head (after

Lagowski et al. [12]).
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techniques have not been used for SPV purposes. The only notable exception is the electron-beam
method [155].

This method uses an electron gun and the sample as the cathode and anode of a vacuum diode,
respectively. If an electron beam impinges on the sample, the external current, I, is a monotonous
function of Ws ÿ V , where V is the diode bias. Assuming no change in the functional form of this
dependence, a change in Ws produces a rigid horizontal shift in the I±V curve. The difference between
V values needed to sustain a certain current (in the retarding ®eld regime of the diode) in two different
samples is thus equal to the difference in Ws between the samples. This yields an (indirect)
measurement of the CPD between two samples [160].

A similar rigid horizontal shift in the I±V curve should be obtained due to illumination-induced
changes in Ws, where the shift is equal to the SPV. This effect has been used for SPV measurements as
early as the 1950s (e.g., by Wlerick [237] and Zyrianov [238]). As an example, the I±V curves obtained
from an electron gun ± CdS sample diode in the dark and under super-bandgap illumination are given in
curves (I) and (II), respectively, of Fig. 30, indicating an SPV of �200 meV [239]. The current is most
sensitive to variations in Ws where the slope of the I±V curve is maximal. This is demonstrated in curve
(III) of Fig. 30, which shows the difference between curves (I) and (II). Steinrisser and Hetrick [239]
have used chopped illumination in conjunction with a lock-in ampli®er at a diode bias corresponding to
the maximum sensitivity. This produced an ac diode current with an amplitude of:

I � I V � SPV� � ÿ I�V� �SPV�V
SPV

dI�V�
dV

: (3.10)

Since at maximum sensitivity dl�V�=dV may be as high as several m
ÿ1, SPVs as low as 1 mV can be
detected.

Despite its elegance, use of the electron-beam method has been limited. On the one hand, use of an
electron-beam requires adequate vacuum, which restricts the applications of the technique. On the other
hand, the 1 mV sensitivity can be matched by a well-designed MIS structure. On the positive side, the
inherently small lateral dimensions of the electron-beam provide for a relatively simple solution for
measuring very small samples or for performing scanning measurements. An example of the latter is

Fig. 30. Current-voltage characterics of an electron gun ± CdS sample vacuum diode: (I) in the dark, (II) under super-bandgap

illumination, (III) difference between the former two curves, in arbitrary units (after Steinrisser and Hetrick [239]).
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the distinct correlation between the SPV distribution and the angle of inclination towards the (111)
plane, found by Henzler and Clabes at cleaved Si(111) crystals. This correlation was obtained by
comparing electron-beam-based scanning SPV measurements and scanning optical re¯ection
measurements [240].

3.3.2. Photoelectron spectroscopy

Photoelectron spectroscopy (PES) is an extremely useful tool for surface chemical analysis and for
elucidation of the band-structure [155,236,241]. Brie¯y, in PES the electrons emitted into the vacuum
due to ultraviolet or X-ray radiation are studied using an electron energy analyzer. The obtained energy
distribution curve (EDC) typically exhibits peaks at relatively low kinetic energies due to emission
from core levels and a broad distribution at relatively high kinetic energies due to emission from
the valence band. If there is no signi®cant photoemission from surface states, the most energetic
electrons are emitted from the valence band edge. This edge may be identi®ed experimentally as a
clear emission onset at the high energy end of the electron distribution. SPV-induced shifts in the
position of the valence band edge are therefore manifested as changes of equal magnitude in that onset
[242±246].

An example of a SPV measurement, which is based on this effect, is shown in Fig. 31 [243]. In
this ®gure, the photoemission current from GaAs samples is recorded as a function of external bias.
The electron emission high energy edge is found by locating the bias necessary to nullify the
emission current. Shifts in the current±voltage curves due to additional super-bandgap illumination are
clearly observed. Note that these shifts are of opposite sign for the n- and p-type samples, as
appropriate.

Throughout the above discussion, we have tacitly assumed that the ultraviolet (or X-ray) radiation
causes no changes in band bending by itself. This assumption is further discussed in Section 5.2.2. A
further source of potential error in PES-based SPV measurements has been noted by Maragaritondo
et al. [247]. Upon illumination, the EDC may change not only because of the surface photovoltaic
effect but also due to a reduction in radiation-induced charging effects and/or free-carrier induced
changes in the intrinsic lineshapes. These authors suggested that the presence or absence of these
extraneous effects may be ascertained by monitoring photo-induced shifts in the core level peaks. These
peaks shift in energy upon illumination just like the valence band edge, but their shape remains
unchanged only in the case of a `pure' SPV effect. Comparing the SPV shifts of different core level

Fig. 31. Photoemission current-voltage characteristics of GaAs samples with (dashed lines) and without (solid lines)

additional super-bandgap illumination: (a) n � 4 � 1015 cmÿ3, (b) n � 354 � 1017 cmÿ3, (c) p � 5 � 1016 cmÿ3 (after Pao-k'un

and Arsen'eva-Geil [243]).
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peaks can also yield additional information. For example, Schlaf et al. studied the In adsorption on the
WSe2(0 0 0 1) surface and found that the SPV shift of the In 4d and W 4f features are not equal [248].
This was interpreted as indicating a laterally inhomogeneous interface, where the band bending below
the In clusters was larger than that deduced from bare-area-related substrate emission.

The voltage resolution, with which the emission edge (or other spectral features in the EDC) can be
determined, varies with the radiation source, the analyzer type used, and the detailed band structure of
the studied sample. It is several tens of mV at best and typically 100±150 meV. This resolution is
considerably inferior to that of either the Kelvin probe or the MIS structure. Moreover, if a surface of
non-uniform work function is studied, the resulting SPV is not a weighted mean of the SPVs involved,
as in the previous methods, but rather is biased towards regions in which electron emission is more
signi®cant [155].

The chief advantage of PES-based SPV determination is that it is insensitive to changes in the
surface dipole [24]. At a ®rst glance, it may seem odd that changes in the surface dipole, which modify
the position of the vacuum level, do not change the EDC at all. However, all electrons reaching the
analyzer are subject to the built-in voltage between sample and electron analyzer due to the CPD
between the two, which changes their kinetic energy. Therefore, the kinetic energy of any feature in the
EDC is determined by the energy difference between the level associated with that feature and the ®xed
vacuum level of the analyzer. Another signi®cant advantage of PES-based SPV measurements is that its
temporal resolution is in the nsec range [249]. Such values are far superior to those of MIS-based
measurements, and certainly to those of Kelvin probe measurements.

The insensitivity of PES to the surface dipole (or, equivalently, to the effective surface af®nity)
makes it possible to directly determine the absolute value of the band bending in the dark, V0

s : Since the
back of the sample is electrically connected to the analyzer, the sample and analyzer share a common
Fermi level. The electron kinetic energy corresponding to this energy may be determined by placing a
metal instead of the sample since the emission edge in a metal (which has no bandgap) signi®es its
Fermi level. Thus, the band bending is found as the difference in kinetic energy between the emission
edge of the metal and the semiconductor. An example of such a determination is given in Fig. 32
[24,250], which features the EDCs obtained at an n-type GaAs(1 1 0) surface with various thicknesses
of Sn. The position of the Fermi level is found by observing the emission edge from the sample covered
with a thick Sn ®lm, whose EDC is governed exclusively by the Sn. The evolution of the band-bending
with Sn-coverage may be monitored by observing the position of the valence band edge with respect to
the Fermi level. In practice, it is advisable to follow the position of a spectral feature, whose shape does
not alter with metal deposition since the edge emission may be in¯uenced by adsorption-induced
changes in surface states.

We note in passing that absolute values of band bending at III±V semiconductor surfaces have also
been determined by other techniques, notably modulation spectroscopy [251] and electric ®eld induced
Raman spectroscopy [252]. To the best of our knowledge, the latter technique has not been used for
SPV (as opposed to equilibrium band bending) determination. The use of the former for SPV
measurements has been extremely limited. Kanata et al. have shown that if the SPV is much smaller
than the equilibrium band-bending, the modulation of the dielectric function of the semiconductor, and
hence the amplitude of the (normalized) modulation of its re¯ectance, is proportional to the SPV [253].
This has been used to assess surface-treatment-induced SPV changes, in arbitrary units [254]. Due to
their very limited SPV usage to date, these techniques are not discussed further here. The interested
reader is referred to previous review articles [251,252] for a more detailed discussion.
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3.4. High resolution scanning techniques

As noted above, both the scanning Kelvin probe and the scanning MIS capacitor are typically limited
to a lateral resolution of �1 mm at best, which is insuf®cient for many applications. Two high-
resolution techniques for topographic mapping of surfaces have emerged in the 1980s [255]. Scanning
tunneling microscopy (STM) is based on sensing the tunneling current between a tip and the sample.
Atomic force microscopy (AFM) is based on sensing the de¯ection of the tip due to tip-sample forces.
Both techniques have rapidly evolved and are used today for a wide range of applications [255]. In the
early 1990s both have been shown to be useful for SPV measurements as well [13±15], opening new
horizons for SPV mapping with a resolution previously unknown. The operation principles and
capabilities of these techniques are described in this section.

3.4.1. Kelvin probe force microscopy

The Kelvin force microscope is a modi®ed version of the atomic force microscope (AFM). The
(contactless mode) AFM measures the de¯ection of a cantilever-mounted tip due to local forces exerted
on the tip by the surface of the sample (e.g., van der Waals forces) [256]. This de¯ection is typically
monitored by studying the optical de¯ection of a laser off the cantilever using a position sensitive
detector or by a laser interferometer. Many other schemes have also been devised [256]. For
topographic mapping, the tip is usually vibrated at a given frequency, !1. The amplitude of the forced
vibration is in¯uenced by the tip-sample forces. Using a feedback circuit which modi®es the tip±sample
distance so as to keep the vibration amplitude constant, the tip follows the surface topography of the
sample (assuming the nature of the forces has no lateral variations).

If the AFM tip is conducting (e.g., an etched gold wire, an aluminum-coated silicon nitride tip, etc.
[257]) and the tip and sample are electrically connected, the electric potential and ®eld between them

Fig. 32. Ultra-violet photoemission spectroscopy EDCs of a clean (a) and Sn-covered (b±d) n-GaAs(1 1 0) surface. The

binding energy is de®ned relative to the valence band edge at the clean surface (after Mattern-Klosson and LuÈth [250]).
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are well de®ned. Then, a vertical electric force, F, given by minus the derivative of the electrostatic
energy, acts on the tip:

F � ÿ d

dz

1

2
CV2

� �
� ÿV2

2

dC

dz
; (3.11)

where V is the voltage between the tip and the portion of sample beneath it, C, the tip±sample
capacitance, and z, the tip-to-sample distance. Martin et al. [258] used an ac voltage for V and detected
the induced oscillation of the tip as a measure of F. However, mapping of F has proved dif®cult
to translate into a mapping of V because dC=dz is neither well known nor well-controllable. For
example, dC=dz may change due to variations in the gap dielectric constant, variations in z due to
inadequate feedback control, variation in the nature of the non-electrostatic forces acting on the tip, etc.
[15,259].

In 1990, Weaver et al. [15,259] have shown that Eq. (3.11) can be used for accurate surface potential
mapping if V is given by:

V � Vdc � Vac sin�!2t�: (3.12)

Inserting Eq. (3.12) in Eq. (3.11), we obtain:

F � ÿ 1

2

dC

dz
V2

dc � 1
2

V2
ac � 2VdcVac sin �!2t� ÿ 1

2
V2

ac cos �2!2t�� �
; (3.13)

i.e., the force acting on the tip has a dc component as well as ac components at !2 and 2!2. In
particular, the vibration amplitude at !2 is proportional to the product VdcVac. A mixed dc and ac bias is
therefore applied to the tip in order to measure the dc surface potential of a sample. A feedback loop
adjusts the dc bias between tip and sample until the ac vibration of the tip at !2 is nulli®ed [15,259]. At
this point Vdc is zero and the dc potentials of the tip and sample surface are necessarily equal. Thus, any
calibration involving dC=dz is avoided.

From a practical point of view, the voltage feedback loop can be performed simultaneously with a
topographic feedback loop as they operate at different frequencies. Such a dual topography/voltage
mapping arrangement is shown in Fig. 33. The topography feedback loop maintains a constant
oscillation at the forced oscillation frequency, !1, by changing the tip±sample distance. The
potentiometry loop maintains a null oscillation at the ac voltage-induced oscillation frequency, !2, by
varying the dc bias on the tip. This simple approach has been adopted by most scientists, with several
improvements and modi®cations suggested. Kikukawa et al. [261] have used a dual resonance
cantilever so that separate optimization of the two feedback loops is made possible. Yasutake [262]
noted that the dc component of the electrostatic force (see Eq. (3.13)) is inherently less local than, e.g.,
van der Waals forces used for topography measurements. Consequently, at each measurement point he
has deactivated the probe bias during the topography measurements and increased the lateral resolution
of the latter. For overcoming the same dif®culty, Jacobs et al. performed a surface topography scan
immediately followed by an electrical scan which retraced the same topography for each line scan
[263]. In a different approach, Yokoyama and Inoue [260] have discarded the !1 feedback loop
altogether. Instead, they based the topography measurement on a second electrical feedback loop,
which maintained a constant current (and hence tip-sample capacitance) at 2!2. While simple to
construct, the resulting topography map has two disadvantages: ®rst, its resolution is reduced due to the
above mentioned less local character of the electrostatic force; second, since the feedback follows
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capacitance, rather than distance changes, the topographic map would be warped, should changes in the
effective dielectric constant occur (e.g., due to variations in a surface passivation layer).

We note in passing that any local probe, which is sensitive to both atomic and electrical forces, can
be converted into a KFM. For example, Steinke et al. have recently converted an acoustic near ®eld
microscope into a surface-potential measuring device, using the same principles described here [264].

Nonnenmacher et al. [265] have shown that the above approach can be used for performing high
resolution CPD measurements. This is because:

Vdc � VCPD � Vb; �3:14�
as in Eq. (3.4) above. Therefore, tip vibration at !2 is nulli®ed when the applied bias is equal and
opposite to the CPD. Since ®nding a condition at which Vb � ÿVCPD is also at the heart of the Kelvin
probe, Nonnenmacher et al. [265] have coined the name `Kelvin force microscope' (KFM) for their
apparatus. Indeed, in many respects the Kelvin probe and the KFM are very similar devices. Both are
based on ®nding an external bias which nulli®es the CPD-induced electric ®eld between an external
probe and a sample, placed in a capacitor con®guration (see Fig. 19). However, the former is based on
nullifying the ac current in the capacitor, whereas the latter is based on nullifying the ac force between
the capacitor electrodes. Indeed, macroscopic Kelvin-probe-like devices based on force measurements,
mentioned brie¯y in Section 3.1 [146,148], are based on the operation principles outlined in Eqs. (3.13)
and (3.14), albeit using a different force-measuring device. The similar operation principle dictates
many other similarities. Both devices require adequate electrostatic shielding [257], both place similar
limits on the minimum sample conductivity which can be measured, both are useful even when there is
a thin dielectric layer on top of the sample [260], and both may be operated in any ambient if
constructed accordingly [260,261]. For example, in vacuum measurements, the damping of the forced
vibrations is reduced, resulting in long amplitude-settling times. Determination of the frequency, rather
than the amplitude, of cantilever vibration, has been shown to be preferable for vacuum measurements
both in terms of response time and in terms of the noise level [261].

The fundamental advantage of force measurements over current measurements is that (to ®rst order)
the latter is proportional to the probe size whereas the former is independent of it. Thus, as the size of

Fig. 33. Block diagram of a dual topography/potential mapping AFM-based apparatus (after Weaver and Abraham [259]).
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the capacitor plates is shrunk (with all other experimental parameters being nominally the same), the
sensitivity of the classic Kelvin probe is diminished and ®nally lost. Force measurements are not
subject to the same physical limitation. Another advantage of the KFM is that de¯ection, rather then
current, is being measured. Therefore, parasitic capacities in the external electronics which are a major
problem in Kelvin probe measurements, as explained in Section 3.1, are meaningless in KFM
measurements.

The major noise mechanism limiting the voltage resolution of KFM measurements is thermally
induced random ¯uctuations in tip position [261,265]. The minimum measurable voltage corresponding
to the noise level depends on many factors, e.g., tip radius and height, magnitude and frequency of the
modulating voltage, and ®nally the quality factor of cantilever resonance and the detection bandwidth.
Typically, it is in the sub-mV to 10 mV range [261,265], i.e., the KFM voltage resolution is comparable
to or even better than that of a macroscopic Kelvin probe, despite its signi®cantly smaller dimensions.
For good voltage resolution, it is important to avoid the trapping of stray charges on the AFM tip. Such
charges considerably modify the electric ®eld due to the small dimensions of the tip and may alter the
potential distribution signi®cantly [259,260,265].

The spatial resolution limit of the KFM is typically several tens of nm [259,265,266]. This value is
about two to ®ve orders of magnitude better than that of most scanning Kelvin probes and one order of
magnitude better than the record-resolution Kelvin probe mentioned in Section 3.1 [208]. As in the
classic Kelvin probe, if the work function in the area sensed by the tip is non-uniform, the measured
CPD is a weighted average of the differences CPDs present. The only difference is that in the KFM the
weighting coef®cients are not the capacities between the tip and areas of different work function.
Rather, they are the derivatives of these capacities, as evident from Eq. (3.13) [260,263].

Due to its promise of high-spatial-resolution surface potential measurements, the KFM has found
many diverse applications in just a few years. These applications include work function mapping
[263,265], dopant pro®ling [266±268], heterojunction imaging (in both surface [269] and cross-section
[263,270] modes), circuit potentiometry [259,263,271,272], characterization of Langmuir±Blodgett
®lms [273,274], and of course SPV measurements (which are based on measuring photo-induced CPD
changes). All applications but the latter are outside the scope of this review. SPV mapping using a KFM
was ®rst demonstrated by Weaver and Wickramasinghe [15], who performed SPV mapping of silicon
and GaAs wafers. An illustrative example is shown in Fig. 34, which shows a photovoltage map of the
(1 0 0) surface near the edge of a GaAs wafer in a (1 1 0) direction. The SPV features in the ®gure have
been interpreted as arising from dislocations lying just below the sample surface. Thus, using the KFM
information similar to that in Fig. 28 can be obtained, with a much higher spatial resolution.

Having discussed KFM principles and applications, we now describe several phenomena which are
potential sources of artifacts in KFM readings and must be taken into account when interpreting
experimental data: Just as the Kelvin probe, the KFM is also susceptible to systematic errors in CPD
reading due to stray capacitance [263,266,268,271], as described in detail in Section 3.1. In the ideal
treatment presented above, we have assumed that all capacitance is due to the tip apex only. In practice,
contribution from the tip side-walls and from the cantilever can be very signi®cant. Accordingly,
spacing-dependent CPD readings have been obtained [271]. Fortunately, KFM readings are usually
performed with topography-mapping, i.e., active spacing-control which reduces the variation in the
CPD error is built-in [266]. CPD changes which were `smeared-out' spatially and whose magnitude was
smaller than the true changes by a multiplicative factor were also attributed to stray capacitance [266].
Hochwitz et al. [268] studied a model in which the main parasitic capacitance was due to cantilever-
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sample capacitance. The ratio of desired to stray capacitance as a function of the tip to cantilever
spacing and area ratios calculated by them is shown in Fig. 35. For meaningful CPD readings, the KFM
must be operated on the bottom left side of the two-dimensional surface shown in the ®gure. As
expected (and as in the Kelvin probe) a meaningful reading is harder to obtain as ®ner tips are used.
Similar conclusions were reached by Jacobs et al [263]. In addition, if there is a signi®cant relief in
surface topography, a portion of the sample may be closer to the cantilever than expected, thereby
increasing its stray effect and causing an erroneous reading [268].

Due to the close proximity of the KFM tip to the sample, a very signi®cant ®eld (in the order of
MV cmÿ1) can exist between the tip and sample even for tip biases of several volts [257,270].
Depending on the sample studied, such an intense ®eld may induce Fowler±Nordheim emission
from the sample. The emission may change the surface properties of the sample (possibly irreversibly).
It is therefore recommended to study the IÿV characteristics of the tip±sample system in order to
estimate the voltages at which this effect is insigni®cant and to restrict KFM measurement to that
range.

Another source of potential trouble is unique to CPD measurements of semiconductors. As in all
methods in which a metal is in proximity to the sample surface, it is related to the possible effect of the
tip on the surface band-bending of the semiconductor, due to a MIS-like effect (see Fig. 20 above). In
that ®gure, we have shown that for a classic Kelvin probe this effect is `automatically' canceled by a dc
bias which is equal and opposite to the CPD. However, there is a fundamental difference between the
Kelvin probe and the KFM. In the latter, an overall ac bias between tip and sample is present even when
the overall dc bias is zero. Indeed, it is this ac bias which makes the veri®cation of a null overall dc bias
possible. If the in¯uence of this additional bias on the CPD is signi®cant, the latter becomes time-

Fig. 34. SPV map of an unprocessed GaAs wafer showing dislocations. Map size: � 30mm2; Voltage range: 55 mV (after

Weaver and Wickramasinghe [15]).
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dependent, i.e., Eq. (3.13) should be generalized to the form:

F � ÿ 1

2

dC

dz
Vb � V Ideal

CPD ��VCPD�t� � Vac sin�!2t�� �2
; (3.15)

where V Ideal
CPD is the CPD in the absence of tip-induced band-bending, and �VCPD�t� is the time-

dependent tip-induced change in CPD.
If �VCPD�t� has no dc component (i.e., if changing the polarity of Vb changes the sign of �VCPD�t�

without changing its magnitude), the force component at !2 remains unaffected and the CPD
measurement is valid (although using the 2!2 component for topography would fail). Unfortunately,
this does not have to be the case. It is well known that the bias dependence of the band bending at an
MIS structure is highly non-symmetric [25]. Essentially, this is because biases of opposite polarities
push the surface band bending in the opposite directions of inversion and accumulation (see
Section 2.1.3). Under such conditions, the measured value of the CPD does not re¯ect its true value.

The possible effects of ac-bias-dependent CPD readings have been elegantly demonstrated by Leng
et al. [270]. These authors have studied CPD variations across a cleaved cross-section of a GaAs/
GaInP(disordered)/GaInP(ordered) structure. The dependence of the CPD on the ac-bias for each of the
three regions is shown in Fig. 36. While the apparent CPDs at the GaAs and the ordered GaInP regions
were bias-independent, the apparent CPD at the disordered GaInP region was highly bias-dependent.
Leng et al. have concluded that, in the former two regions, the band-bending is pinned by surface states
which screen out the tip-induced ®eld, whereas the disordered GaInP surface is unpinned and is
therefore very sensitive to the tip bias. (For completeness, we note that they have not ruled out Fowler±
Nordheim effects as the cause of the bias-dependent CPD reading since they have not studied tip±
sample IÿV curves). More recently, ac bias-dependent KFM readings have also been obtained by
Arakawa et al. [272].

It is usually convenient to work with sizable ac biases since this increases the amplitude of the
measured ac force (see Eq. (3.13)) and hence the SNR. However, the results shown in Fig. 36 should

Fig. 35. Relative contribution of tip-sample capacitance to the total probe-sample capacitance as a function of cantilever/tip

area and spacing ratios (Ac=At and Zc=Zt, respectively) at a topographically ¯at surface and a ®xed tip-sample spacing (after

Hochwitz et al. [268]).
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caution against doing so without explicitly studying the dependence of V0
b on Vac. On the other hand,

in¯uencing the CPD via tip-induced band-bending is not necessarily bad if one is aware of the effect.
For example, the apparent CPDs of the ordered and disordered GaInP regions are practically identical
for low ac bias whereas they are very different for high ac bias. Thus, in this case the tip was used for
obtaining signi®cant contrast-enhancement in the `CPD' (or more accurately, the V0

b ) map [270].
Having discussed the KFM in some detail, we conclude this section by brie¯y describing a different,

interesting SPV-based application of the AFM. Mertz et al. demonstrated that if the AFM tip material is
a semiconductor, then illumination of the tip may change the electrical forces acting on it due to a
change in its band-bending, just as in the case of illuminating a semiconductor sample discussed so far
[275]. Thus, force measurement may be used as a local probe of illumination intensity incident on the
tip and optical near ®eld imaging may be performed. Mertz et al. used this principle to obtain imaging
of an evanescent standing wave, with a lateral resolution of 170 nm. Similar measurements were
recently performed by Abe et al. [276]. The latter con®rmed that detection is really facilitated by a
surface photovoltaic effect (rather than a photothermal effect) by studying the optical intensity and
electrical bias dependence of the force modulation.

3.4.2. Scanning tunneling microscopy

Using STM, it is possible to further improve the spatial resolution of SPV measurements,
theoretically down to the atomic level. This is because STM-based SPV measurements rely on some
kind or another of monitoring of the tip-sample tunneling current which is highly localized. As in any
STM measurement, this high-resolution mapping is feasible as long as the sample is reasonably
conducting and has a well-de®ned surface.

The application of STM to SPV measurements was ®rst demonstrated by Hamers and Markert [13].
Studying the Si(1 1 1)-(7� 7) surface, they have measured the tunneling current through the tip-sample
vacuum junction as a function of sample bias, with and without laser illumination. The resulting I±V
curves are shown in Fig. 37(a). Under illumination, the I±V curve shifts because of the photo-induced
bias, which results in a non-zero tunneling current even under zero external bias. The tunneling current
is zero only when the tip and surface are at the same potential. Therefore, the external voltage applied
to nullify the tunneling current must be equal and opposite to the SPV. This measurement principle is
very similar to the measurement of the SPV at a semiconductor±metal junction by measuring its open-

Fig. 36. Dependence of V0
b on Vac in the three regions of a GaAs/GaInP(disordered)/GaInP(ordered) sample (after Leng et al.

[270]).
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circuit voltage. However, here the measurement is made in a contactless and highly localized mode. For
obtaining SPV images, the STM electronics is gated into two cycles per point of measurement. First, a
feedback system adjusts the tip height to maintain a constant tunneling current. This feedback is then
switched off and a voltage feedback which nulli®es the tunneling current is switched on. The accuracy
of the measurement is limited by illumination-induced thermal expansion of the sample and by
electronic noises. Normally, the overall noise level is several mV [13].

Although elegant, this null technique suffers from several drawbacks: In the earliest measurements
[13], an atomic-scale periodic variation of �10±40 mV in the SPV was observed. Shortly thereafter,
Kuk et al. [14] reasoned that this observation contradicts band-structure concepts in which variations in
the photo-induced bias should have a characteristic screening length extending over many atomic sites.
Therefore, it must be an experimental artifact. They have further shown that the observed SPV map
bears a striking resemblance to the photocurrent map obtained at the same surface. The latter map is

Fig. 37. Methods for STM-based SPV measurements: (a) Tunneling current vs. voltage at a p-type Si(1 1 1)-(7� 7) surface,

with and without laser illumination (after Hamers and Markert [13]). (b) I±V curves at a WSe2(0001) surface at different

illumination intensities (after MoÈller et al. [279]). (c) Double modulation at a n-Si(1 0 0)-(2� 1) surface (after Haase and

Hamers [287]).
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well-known to re¯ect the spatial symmetry and energy of surface states [277]. Thus, if a signi®cant
steady-state error in current nullifying occurs in the feedback circuitry, the remaining traces of the
current will cause a bogus `atomic variation' in the SPV. Indeed, use of more sophisticated feedback
loops has greatly diminished the effect [14]. Geometry-dependent recti®cation of the optical ®eld by the
antenna-like con®guration of the sample and tip has also been suggested as a parasitic source of error.
This atomically periodic error in SPV maps may be responsible for the small residual variation [14].
Another demonstration of the extreme sensitivity of the null method to even the slightest variations in
the null point has been given by Kochanski and Bell [278]. They have shown that if the feedback is
designed so that the current is not nulli®ed but is rather reduced to �400 fA an `arti®cial' photovoltage
map is produced even in complete darkness at a Si(1 1 1) : Ge surface. This map is really the potential
map obtained from solving the relation I�V� � 400 fA.

A major limitation of the current null technique is that it assumes that the slope dI=dV near the null
point is signi®cant so that the feedback loop can lock on to the proper value of V . However, this
requires a non-negligible density of surface states through which current can tunnel close to the energy
of the relevant quasi-Fermi level. The Si(1 1 1)-(7�7) surface, on which the method has been
demonstrated, is well known to have a sizable density of surface states throughout the bandgap [13].
However, most semiconductor surfaces do not exhibit this property. Thus, a region in the I±V curve,
rather than a point, at which the current is negligible, is obtained, as shown in Fig. 37(b) for the case of
WSe2(0 0 0 1) [279]. Use of the null technique in such a case typically produces a weak streaking
pattern in the direction of the scan, which simply indicates accumulation of noise by the integrating
feedback rather than a real SPV map [278].

If tunneling via surface states is negligible, the width of `negligible current region' in the I±V curve
should be equal to the bandgap of the material. MoÈller et al. [279] have suggested that in such a
situation the shift of either `knee' at the I±V curve, rather than its null point, is equal to the SPV (see
Fig. 37(b)). While valid for the speci®c surface studied, this method also suffers from signi®cant
drawbacks. The `¯at region' in such I±V curves is frequently larger than the material bandgap because
of additional band-bending induced by the tip bias [280]. This effect tends to decrease with increasing
illumination intensity due to increased free carrier screening of the bias-induced ®eld. Consequently,
photovoltaic shifts in the I±V curves may become dif®cult or impossible to separate from screening-
induced shifts [281].

Cahill and Hamers have proposed and used a double modulation technique for measuring surfaces
exhibiting a `dead region' in their I±V curves [282±286]. In their approach, the tunneling current is
alternatively modulated by periodic illumination and by an electrical ac modulation bias. The SPV
measurement is based on assuming that the change in current is the same as would be obtained if an
equal electrical bias were used. If, additionally, the I±V dependence is linear, then the SPV can be
calculated from the ratio of the photo-induced tunneling current and the electrically induced tunneling
current. In practice, a small signal electrical bias is used and the SPV is calculated using the relation:

SPV � CIph�dI=dV�ÿ1; (3.16)

where Iph is the photo-induced tunneling current, dI=dV is the differential conductance, and C is a
constant which compensates for the different wave-forms of the optical and electrical signals. This
technique can be applied at any dc electrical bias between the tip and sample and may therefore always
be operated outside the `dead region' of the I±V curve. The real I±V response is clearly non-linear and
may render Eq. (3.16) invalid in the general case. For the speci®c cases studied, it has been estimated to
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introduce an error of only several percent [285,286]. The major disadvantage of this technique is that all
measurements are conducted in the presence of a ®nite photo-induced tunneling current. This current
can charge the surface and is discussed in more detail below.

McEllistrem et al. [280] have suggested a synchronized null method. At a ®xed dc bias, chopped
illumination which results in a modulated photocurrent is applied. Then, an ac bias which is
synchronized with the illumination is applied so as to nullify the modulation in the photocurrent. The
synchronized null enjoys the advantages of the regular null technique but circumvents the dif®culties
associated with the `dead region' in the I±V curve, due to the added ac bias. An example of the appli-
cation of this technique to a n-Si(1 0 0)-(2� 1) surface is shown in Fig. 37(c) [287]. With no ac bias and
low illumination intensities, a clear modulation of the photocurrent is observed. With the proper ac bias,
the ac current is nulli®ed, except for current `spikes' which result from capacitive coupling of the ac
bias and are irrelevant. At high illumination intensities, the tunneling current features two time
constants ± a short one, associated with the electronic response, and a long one, associated with sample
heating. Clearly, nullifying the current after the short time constant only should be used in such a case.

It is very important to realize that all four STM-based SPV measurement techniques are prone to
in¯uence from the measurement tip. In both the simple and the synchronized null schemes, an electric
®eld exists between sample and tip due to the CPD between them and/or the applied bias. This ®eld
may affect the surface potential of the sample. Due to the feedback loop, the overall (internal and
external) voltage drop between tip and sample remains constant upon illumination. Using Eq. (2.41),
this implies that Qm, the metal charge, is constant, and hence the interference of the tip is limited to a
change in V0

s , as in the case of the MIS structure. The situation is quite different for the other two
techniques. We have already discussed how tip-induced biases can hamper the analysis of shifts in the
I±V curves. In the double modulation technique, in addition to the possible surface charging mentioned
above, the tip-to-sample voltage drop (and hence Qm) does not remain constant upon illumination. This
may further change the acquired SPV with respect to that present in the absence of the tip. Therefore,
any discussion of obtained SPV features cannot be separated from an evaluation of possible
interference of the measurement technique.

Having fully examined the principles, advantages, and disadvantages of STM-based SPV
measurement techniques, we turn to examin the spatially-resolved information which can be extracted
using these tools. Hamers and Markert [13] and Kuk et al. [14] have observed atomic-scale spatial
changes (i.e., with a diameter of several tens of AÊ ) in the SPV at the Si(1 1 1)-(7� 7) surface using the
simple null technique. An example is shown in Fig. 38. Both groups have argued that such a well-
resolved feature should be produced by a trap-related local variation in band bending and/or
recombination rate. This is because the surface Debye screening length at the surface-state rich surface
is expected to be signi®cantly shorter than that of the bulk. This is a result of the high density of surface
states, of surface segregation of the dopant, and of enhanced screening due to the photocarriers.
However, subsequent measurements of clean, Ge-adsorbed [278], Ag-adsorbed [283], and K-adsorbed
[284] Si(1 1 1)-(7� 7), Si(0 0 1) [282,285], and Si(1 1 1)-(2� 1) [286] surfaces produced microscopi-
cally uniform SPVs unless charging effects, due to ®nite tunneling currents, were present. The latter
point is well-demonstrated in Fig. 39 [282] which clearly shows how all spatially-resolved SPV features
obtained at an n-Si(0 0 1) surface using the double modulation technique are strongly reduced as the
tunneling current is decreased. This is not necessarily a disadvantage of the double modulation
technique. While originally a `parasitic effect', the ®nite current enhances local-defect-induced SPVs
and thus provides much new information.
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McEllistrem et al. [280] have shown that spatially-resolved SPV features may also stem from a
spatially-resolved tip-induced bias. To that end, they have studied three prototypical Si surfaces, which
are strongly pinned [(1 1 1)-(7� 7)], moderately pinned [(1 0 0)-(2� 1)] and unpinned [(1 1 1) : H] using

Fig. 38. An STM topograph of a Si(1 1 1)-(7� 7) surface and a simultaneously obtained photovoltage image of 120� 90 AÊ 2,

along with a cross-sectional view of the photovoltage distribution along the solid line (after Kuk et al. [14]).

Fig. 39. Topography (left) and SPV (right) maps obtained at an n-Si(0 0 1) surface using the double modulation technique at a

current of 0.4 nA (top) and 0.15 nA (bottom). Map size: 200�200 AÊ 2 (after Cahill and Hamers [282]).
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the synchronized null approach. First, they have shown that, as expected, the in¯uence of (dc) sample
bias was negligible, moderate, and high, for the above mentioned three surfaces, respectively.
Consequently, they have taken an SPV map of the (1 1 1)-(7� 7) surface exposed to �0.1 L of O2, as
shown in Fig. 40. While at a low sample bias the SPV is quite uniform, at a high enough sample bias a
well-resolved increase in SPV is clearly correlated with adsorbed oxygen atoms. These authors have
argued that oxygen adsorption locally removes the pinning surface states and thus makes it easier for
the tip-induced electric ®eld to alter the local band bending.

Currently, while there is no conclusive evidence of a `pure' highly localized SPV feature, there is
also no fundamental reason why such features could not be present at some surfaces. However, as in the
KFM, tip-induced SPV features, such as those apparent in Figs. 39 and 40, are not necessarily
worthless, if they are properly analyzed. Speci®cally, they are an excellent source for direct and
spatially-resolved information on the electronic properties of surface defects.

4. Basic surface photovoltage spectroscopy

In elementary surface photovoltage spectroscopy (SPS), one studies the SPV as a function of incident
photon energy. Useful information about important semiconductor properties may be extracted using a
simple and qualitative analysis of the ensuing spectra. These properties include, but are not limited to,

Fig. 40. Topography and SPV maps obtained at a p-Si(1 1 1)-(7� 7) surface after exposure to �0.1 L of O2. `̀ O'' indicates an

oxygen atom. (A) Topography at a sample bias of +2.0 V. (B) SPV at a sample bias of +0.5 V. (C) SPV at a sample bias of +2.0

V. (D) Line scan of SPV and topography measured between the arrows indicated in (A) and (C). `F' and `U' correspond to the

the faulted and unfaulted parts of the unit cell (after McEllistrem et al. [280]).
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the semiconductor bandgap energy and type and its (surface and bulk) defect states. Since its
introduction in the early 1970s, such simply analyzed SPS has been applied to practically all of the
important semiconductor materials. These include: Group IV semiconductors ± Si [100,288±301], Ge
[302], a-Si:H [303±307], and recently porous-Si [308±316] and C60 [317,318] semiconducting ®lms;
III±V semiconductors ± GaAs and related materials [102,290,319±346], InP and related materials
[20,21,108,324,341,347±357], InSb [358], GaP [290], and recently GaN and related materials
[359,360]; II±VI semiconductors ± CdS [6,99,101,361±375], CdSe and related materials [370,373,375±
380], CdTe and related alloys [381±396], ZnS [397], ZnSe [113,398], and ZnO [6,374,399±401]); other,
more exotic semiconductors ± Cu(In,Ga)Se2 [402±404], TiO2 [405,406], Zn3P2 [349,407], t-Se [408]
and various organic semiconductors [409±414] and overlayers [299±301,307,357,369,374,401,406].
(Note: the references also include SPS studies of ®lms and heterostructures, the discussion of which is
deferred to Section 5.5.)

SPS has found signi®cant uses in the ®elds of surface electronic structure and surface reactions,
metal-semiconductor interfaces, bulk defects, process control, and more. In this section, the
methodology of elementary SPS is presented in detail and is illustrated by numerous selected
applications.

4.1. Bandgap energy and semiconductor type

The ®rst application of elementary SPS we discuss is the approximate determination of the
semiconductor bandgap. In most semiconductors, there is a large increase in the absorption coef®cient
near the bandgap energy, Eg. Therefore, a signi®cant SPV increase is to be expected at approximately
this energy. Such a simple Eg extraction is nothing more than an emulation of absorption spectroscopy.
However, as opposed to transmission measurements, in SPS analyses the sample can be arbitrarily thick
and it does not have to be removed from the substrate or grown on a transparent one.

As an example where these principles have been applied towards process control, consider the
polycrystalline CdTe, CdZnTe, and CdMnTe thin ®lms, intended for photovoltaic applications, studied
by Rohatgi et al. [381]. In Fig. 41(a), a clear onset of the SPV signal at a suf®ciently short wavelength is
found in all samples studied. This onset is in very good agreement with the bandgaps of the different
alloys used. Note that the cutoff edge of CdMnTe is much less sharp than that of the other samples. In
this case, it is due to a non-uniform distribution of the Mn atoms within the ®lm (as con®rmed by Auger
depth pro®ling), resulting in a distribution of alloy composition, and hence bandgap energy, in different
grains. Fig. 41(b) shows the SPV spectra of CdZnTe ®lms annealed at different temperatures: the SPV
response increases without any change in the bandgap energy up to an annealing temperature of 385�C.
As discussed in more detail below, this increase indicates an improvement in ®lm quality. At 410�C,
however, the SPV response is signi®cantly reduced and a red-shift in the bandgap energy is observed.
This suggests the loss of Zn from the ®lm. Thus, SPS is successfully used for determining the optimal
annealing temperature.

In a different application of this simple approach, Lagowski et al. [295] have studied the SPV
response of silicon-on-sapphire ®lms. They have discovered that aside from the fundamental Si
bandgap at �1.1 eV, a second, distinct, knee in the SPV spectrum is found at �1.4 eV, which is
typically the onset of signi®cant absorption at amorphous silicon ®lms. The second knee therefore
indicates the partial amorphization of the studied ®lms. More recently, Tong et al. [368] and Kronik
et al. [380] have used SPS to monitor the well-known quantum size effect (i.e., the increase of the
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bandgap with decreasing crystallite size) at nanocrystalline CdS and CdSe quantum dot ®lms,
respectively.

While the simple analysis described above is quite useful, one must bear in mind that it is only
approximate. In Fig. 41, the nominal bandgap is indeed within the onset of the largest SPV signal.
However, this onset is relatively broad, the exact position of Eg within it is by no means obvious, and

Fig. 41. SPV spectra of: (a) (i) MBE-grown CdTe (Eg=1.45 eV), (ii) MOCVD-grown CdTe (Eg=1.45 eV), (iii) MBE-grown

CdZnTe (Eg=1.7 eV), and (iv) MOCVD-grown CdMnTe (Eg=1.7 eV) polycrystalline ®lms grown on glass/SnO2/CdS

substrates. (b) CdZnTe ®lms annealed at different temperatures in air for 30 minutes (after Rohatgi et al. [381]).

Fig. 42. SPV spectra of: (a) An n-type GaAs(1 1 0) surface, UHV cleaved (top curve) and with a 4 AÊ Al overlayer (bottom

curve). (b) A p-type InP(1 1 0) surface, UHV cleaved (top curve) and with a 4 AÊ Au overlayer (bottom curve) (after Burstein

et al. [324]).
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the error associated with determining Eg may be as large as 0.2 eV in some cases. This observation is
true even for clean surfaces of high quality single crystals, as clearly shown in Fig. 42 [324], which
features the SPV spectra of n-type GaAs and p-type InP (other aspects of this ®gure are discussed
below).

The broad onset of the super-bandgap SPV is due to two distinct absorption mechanism for photons
with an energy slightly below Eg: ®rst, a non-negligible electric ®eld is always associated with a
signi®cant SCR. Therefore, sub-bandgap absorption which is electric-®eld-assisted (i.e., the Franz±
Keldysh effect, already mentioned in Section 2.2.3) is expected to blur the sharp onset of the absorption
[415]. Second, photo-assisted charge transfer may take place between shallow states extending from the
bandgap (also known as `tail states') and one of the bands [295,303,316]. This induces a gap-state
related SPV, as explained in Section 2.2.3, which may also blur the onset of the super-bandgap SPV. A
case in point is the SPV spectra of silicon-on-sapphire samples taken by Lagowski et al. [295], shown in
Fig. 43. In this case, ion implantation is known to produce both valence and conduction band tail states.
At 230 K, charge transfer between the tail states, complemented by thermal emission of carriers into
the bands, masks the super-bandgap SPV so effectively that the position of Eg cannot be determined at
all. At 130 K, however, the thermal step, and therefore the crucial step of charge separation, are
suppressed, and the Eg related onset is clearly visible. Note that the effects of sub-bandgap absorption
tails are usually considerably more noticeable in SPS than in absorption spectroscopy. This is because,
as explained in Section 2.2.3, SPS is inherently much more sensitive to sub-bandgap effects in the
surface and SCR than absorption spectroscopy. While this inherent sensitivity is in many cases a
distinct advantage, it is a disadvantage when trying to determine Eg.

Due to the near-Eg parasitic mechanisms, it is very seldom the case that a relatively accurate value of
Eg can be obtained from the ®gure simply by inspection [327]. In fact, we are aware of only one such
case [328]. Lassabatere et al. [329] suggested to use the maximum of the derivative of the SPV signal
with respect to the photon wavelength as indicative of the bandgap, and obtained results of the
temperature dependence of the GaAs bandgap which were in very good agreement with the literature.
This approach has also been used by Kuzminski and Szaynok [387].

Fig. 43. SPV spectra of a silicon-on-sapphire sample at two temperatures (after Lagowski et al. [295]).
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A mathematical analysis shows that this procedure is justi®ed if sub-bandgap absorption decays
exponentially below the bandgap energy [416] (and the SPV spectrum closely follows the absorption
spectrum [417] ± see below). However, the position of the derivative maximum may considerably
deviate from Eg in the presence of a signi®cant Franz±Keldysh effect [98] or an arbitrary distribution
of tail states. For example, Lagowski et al. determined that a structure in the second derivative of the
SPV spectrum, near the bandgap energy of GaAs, was actually due to residual impurities [333]. This
was accomplished by observing that this structure is independent of an applied magnetic ®eld. It has
been our experience that the error associated with Eg determination is frequently (but not always)
improved to a several tens of meV at most when using the derivative approach on single crystals.
Usually, we have found no improvement in accuracy when applying the same procedure to
polycrystalline samples.

With the non-ideal mechanisms cited, Eg should no longer be treated as an outstanding numerical
threshold. Rather, it should be treated as a ®tting parameter (albeit a very important one), as usually
done when interpreting absorption spectra. In order to apply such an approach to SPS data, it is
important to consider how well SPV spectra are expected to resemble absorption spectra. Detailed
experimental comparisons between SPV and absorption spectra reveal that the two are often similar, but
never identical [102,409,410]. Let us consider the sources of this discrepancy: ®rst, the SPV is
proportional to the excess carrier density only for a low enough injection of excess carriers, �n (see
Eq. (2.57)). For higher injection levels, a sub-linear dependence of SPV on �n is expected (see
Section 5.2 below). The increase of the absorption coef®cient, �, with increasing photon energy,
increases the injection level and may therefore decrease the SPV/�n ratio. Consequently, the rise of the
SPV with increasing photon energy may be slower than that of �. We note that �n is typically
proportional to the illumination intensity, I (see Eq. (2.61)). Thus, the attainment of an injection level
which is low enough to assure a constant SPV/�n ratio, may be ascertained experimentally by means of
examining the linearity between the SPV and I.

While a low I is a necessary condition for a meaningful comparison between SPV and absorption
spectra, it is not a suf®cient one. Using Eq. (2.61), it is easy to see that the SPV is proportional to the
absorption coef®cient, �, only if the condition �L� 1 is satis®ed [290,333]. In many cases, the
absorption coef®cient increases with increasing photon energy, so that this condition is ultimately
violated. Thus, the SPV/I ratio decreases with increasing photon energy. This is another reason why,
while � typically increases with increasing photon energy, the SPV may (following its super-bandgap
onset) increase at a much slower rate or even reach a plateau (as in Fig. 42), depending on the ratio
between � and L.

Yet another reason for the difference between SPV and absorption spectra has to do with the relation
between �n and I. Eq. (2.61) predicts a monotonous dependence of the SPV on the absorption
coef®cient. However, this equation is only an approximation which assumes an effective SRV rather
than considering SCR effects in detail. A more rigorous analysis [325] shows that if, e.g., the surface
barrier is not too high and a signi®cant recombination ¯ow is directed toward the surface, increasing �
may actually decrease the SPV signal. This is because as the free carriers are generated closer to the
surface, surface recombination becomes more dominant, the net excess carrier density is diminished,
and the resulting SPV signal is decreased. Accordingly, SPV versus photon energy spectra have been
observed to change from monotonically increasing to displaying a maximum upon, e.g., hydrostatic
pressure which increased the SRV [327], or background white light which reduced the barrier height
[325]. A very pronounced peak is found in the SPV spectrum corresponding to the MOCVD-grown
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CdTe sample in Fig. 41(a). The drastic difference between the SPV spectra of the MOCVD- and MBE-
grown CdTe ®lms in this ®gure can therefore be assigned to major differences in sample parameters,
such as the surface barrier, the SRV, and the diffusion length (a detailed study of these differences
would require quantitative analysis). We note that while a peak in the spectral response is ubiquitous in
photoconductivity spectra [418], it is much less frequent in SPS curves. This is because the
photocurrent directly re¯ects the overall excess carrier density whereas the SPV is a much weaker
function of it.

If experimental conditions are such that the super-bandgap SPV is indicative of absorption, Eg may
be reliably extrapolated [290,304,328] using the simple relations:

SPV � � � �h� ÿ Eg�2 for indirect gap semiconductors; (4.1a)

SPV � � � ����������������
h� ÿ Eg

p
for direct gap semiconductors: (4.1b)

An application of this procedure to GaP is shown in Fig. 44 [290]. First, the indirect energy gap is
determined by ®tting Eq. (4.1a) (Fig. 44(a)). The indirect-absorption contribution to the SPV is then
subtracted out and the remaining SPV is attributed to direct-gap transitions. Finally, the direct bandgap
is determined by ®tting Eq. (4.1b) to the remaining SPV (see Fig. 44(b)).

We now turn our attention to determining the type (p or n) of the semiconductor. This may be
achieved with the help of the sign of the knee associated with the SPV onset. Most semiconductor
surfaces are either depleted or inverted, which means that the bands of p-type semiconductors are bent
downwards towards the surface, whereas the bands of n-type semiconductors are bent upwards. As
explained in the Section 2.2.2, super-bandgap illumination typically tends to decrease the surface band-
bending. Due to the different signs of the equilibrium surface potential, this would result in a positive
SPV in n-type semiconductors and a negative SPV in p-type semiconductors. For example, the SPV
spectra of n-type GaAs and p-type InP, shown in Fig. 42, clearly feature opposite onset signs. Note that
in this ®gure, as well as in some of the following ones, changes in the CPD, rather the SPV, are plotted,

Fig. 44. SPV spectra of a GaP(1 0 0) surface: (a) Extrapolation of the indirect bandgap. (b) Extrapolation of the direct

bandgap following the subtraction of the indirect bandgap contribution (after Adamowicz and Szuber [290]).
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for the purpose of adhering to the original data. According to Eq. (3.1), changes in the CPD are of
opposite sign than those of the SPV.

While in many cases the type of the semiconductor is known a priori, this is not always the case and
SPS can become very useful in determining the semiconductor type. This is highlighted by several
recent examples: ®rst, SPS studies on free-standing porous-Si ®lms made from p-type Si revealed that
the ®lms may be of either conduction type, depending on the resistivity of the Si substrate used [316].
Second, etched CdSe quantum dot ®lms were found to exhibit a p-type response in a humid ambient
and an n-type response in a dry ambient, as shown in Fig. 45 [380]. We note that the SPV onset in
Fig. 45 is relatively broad, indicating an inhomogeneous layer, as in Curve (iv) of Fig. 41(a). Here, it is
attributed to a distribution in crystallite sizes which results in different magnitudes of the quantum size
effect. Third, SPS was used for fast and non-destructive veri®cation of the semiconductor type in GaN
®lms [359]. This is very important because the p-doping of GaN is known to be non-trivial and subject
to compensation by the native n-type doping.

The distinction between n- and p-type samples is not without limitations either: if the SCR is not in
signi®cant depletion or inversion, but rather in signi®cant accumulation, the sign of the SPV is expected
to reverse (see Fig. 2). For example, Musser and Dahlberg studied an organic semiconductor known to
be n-type [410]. However, judging by the SPV sign rules given above the sample would have been
branded as p-type. These authors therefore concluded that the surface is in accumulation, as previously
found for other, p-type organic semiconductors.

If the band-bending is small, such that the SCR is neither in signi®cant depletion nor in signi®cant
accumulation, the Dember contribution may dominate over the band-bending-related contribution. For
charge separation due to different carrier mobilities (see Section 2.2.4), the sign of the SPV would
always be n-type-like. For a Dember contribution due to preferential trapping, the sign would depend
on the type of carrier trapped. In either case, this would have nothing to do with the sample type. Such
phenomena have been frequently observed when studying surfaces with a small band-bending
[302,348,352,419]. For example, the etched CdSe quantum dot ®lms mentioned above were found,
using PES, to remain n-type at all times in terms of the position of the Fermi level. The ambient
sensitivity of the `type conversion' shown in Fig. 45 (as well as other evidence) suggest that the SPV

Fig. 45. SPV spectra of a 4.5 nm crystallite size, CdSe quantum dot ®lm after the following sequence of treatments: (i) as-

deposited, (ii) after etching, (iii) in a dry ambient, (iv) in a humid ambient, and (v) in a dry ambient ± second cycle (after

Kronik et al. [380]).
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signal is primarily due to the Dember effect caused by preferential trapping of holes or electrons in a
dry or humid ambient, respectively.

Very signi®cant sub-bandgap absorption may also make determination of the true type of the sample
more dif®cult. The upper curve in Fig. 46 [404] features the usual SPV response obtained from p-
Cu(In,Ga)Se2 polycrystalline ®lms. It shows a positive CPD change near the Cu(In,Ga)Se2 bandgap
energy, as expected. In an irregular sample, a considerable negative CPD sub-bandgap signal (probably
associated with surface states), is obtained. This signal is larger than the bandgap response, causing a
change in the sign of the overall super-bandgap response. Therefore, assessing the sample type based
on the SPV at a single super-bandgap photon energy would lead to erroneous conclusions. However. the
sign of the bandgap-related knee has not altered, so that by using the entire spectrum it is clear that the
irregular sample is also p-type.

It has already been noted in Section 2.2.1 that an SPV signal depends on both photon absorption and
charge separation. So far we have shown how to use the former for determining Eg and the latter for
determining the sample type. More information on both absorption and transport properties can be
extracted from the near-bandgap region of SPS data. Let us review some notable examples. Based on
absorption considerations, excitonic effects can be observed at low enough temperatures [239,367]. If
the samples are very thin, an interference pattern emerging in the super-bandgap region may be used for
determining the thickness of the sample [295]. Based on transport considerations, Lagowski et al. [327]
studied ÿ±X valley scattering via the dependence of the SPV spectrum on hydrostatic pressure.
Morawski and Lagowski [326] measured the SPV spectra of GaAs samples at liquid helium
temperatures, as shown in Fig. 47. The resulting spectra feature an oscillating behavior with two series
of distinct minima. These minima were related to resonant emission of phonons by electrons photo-
excited from the heavy-hole band, with the two bands corresponding to surface and bulk phonons.

We conclude this section with another example in which both absorption and transport considerations
are used. Liu et al. [299] have studied the SPV spectra of a Si(1 1 1) substrate, on which a CuTsPc
Langmuir±Blodgett ®lm with a varying number of layers was deposited. Their results are shown in
Fig. 48. Two absorption peaks (at energies above the Si bandgap), characteristic of the Langmuir±
Blodgett ®lm, are clearly visible. These peaks are not present in the SPV spectrum of the bare Si
surface (not shown). Transport information is revealed by considering that the magnitude of the SPV
response decreases with an increasing number of ®lm layers. Liu et al. argued that this indicates that the

Fig. 46. SPV spectra of Cu(In,Ga)Se2 polycrystalline ®lms: a typical response and an irregular response (after Kronik et al.

[404]).
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observed SPV is mainly due to charge transfer between the ®rst layer and the Si substrate, which
changes the band bending in the latter. Although electron±hole pairs are also created in the other ®lm
layers, their transport is apparently ineffective. The additional layers therefore produce a very small
photovoltaic contribution, but their non-negligible absorption acts as a ®lter which reduces the overall
signal. We note that a reduction of the surface band-bending must also be examined as a possible cause
of some of the signal reduction.

4.2. Gap state spectroscopy

In Section 2.2.3, we have shown how photons may excite charge carriers from a surface state to a
band, if the photon energy is greater than the surface-state to band energy separation. Therefore, we
expect a knee in the SPV spectrum whenever the photon energy exceeds the threshold energy of a
certain transition. If the latter involves excitation of electrons from the surface state to the conduction
band (Fig. 14(a)), a positive change in the surface charge is induced, and hence a positive SPV (or,
equivalently, a negative change in CPD) is expected. Conversely, excitation of holes to the valence band
(Fig. 14(b)) makes the surface charge more negative and a negative SPV is expected. Thus, the
combination of surface state threshold energy and sign make the determination of the approximate

Fig. 47. (a) SPV spectrum of a GaAs(1 1 1) surface at liquid helium temperature. (b) Energies of SPV minima vs. their order

number (after Morawski and Lagowski [326]).

Fig. 48. SPV spectra of a Si(1 1 1) substrate covered with a CuTsPc Langmuir-Blodgett ®lm of varying thickness (after Liu

et al. [299]).
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position of the surface state within the bandgap possible. As a ®rst illustrative example, let us consider
how SPS can be used to monitor metal-induced surface states, as shown in Fig. 42 [324]. After cleaving
in UHV, neither the GaAs(1 1 0) nor the InP(1 1 0) surfaces display any knees associated with deep
surface states, as expected for these surfaces. However, upon deposition of a very thin metallic
overlayer, distinct sub-bandgap knees emerge. These knees, associated with a negative and positive
CPD change at the Al/GaAs(1 1 0) and Au/InP(1 1 0) interfaces, respectively, indicate the formation of a
surface states situated approximately 0.8 eV below the conduction band edge and 0.9 eV above the
valence band edge, respectively.

In Fig. 42, both surface state transitions found are associated with the emission of majority carriers
from the surface state into the SCR. As explained in Section 2.2.3, transitions associated with emission
of minority carriers are less frequently observed due to the unfavorable direction of the electric ®eld in
the SCR. Nevertheless, they are not uncommon. This is readily observed in one of the earliest SPV
spectra (of a prismatic CdS surface in air), shown in Fig. 49(a) [361], which features many knees, of
both signs. The surface states and associated electron transitions found using SPS are shown
schematically in Fig. 49(b). The ability to identify the band with which charges communicate and
therefore correctly position the surface state in the gap is a unique feature of SPS. Indeed, SPS has been
used to reinterpret the results of other techniques, e.g., photoluminescence [360,363] or surface
conductivity [292] measurements, which resolve the threshold energy of different transitions, but not
the band involved.

Since SPS is contactless and non-destructive, it can be applied not only to clean surfaces, but also to
real ones, in practically any ambient. Therefore, since its earliest days SPS has been used for
determining ambient effects on surface state properties. Changes in SPV spectra with the degree of
vacuum [99,361] or following a prolonged storage period [100] were detected. SPS was also
immediately put to use in discerning differences in electronic structure between different real surfaces
of the same material. For example, the SPV spectra of prismatic CdS surfaces were found to be very
different than those of basal surfaces [361]. More recently, Burstein et al. suggested that the very
different SPV spectra of the CdTe(1 1 1)A and (1 1 1)B surfaces may be used as a means of contactless
distinction between the two, as opposed to the usual etch-based distinction schemes [385].

Fig. 49. (a) SPV (solid line) and photoconductivity (dashed line) spectra of a prismatic CdS surface in air. Inset: derivative of

the SPV spectrum with respect to the photon energy. (b) Schematic representation of surface states and electron transitions

associated with the SPV spectrum (after Lagowski et al. [361]).
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SPS has found much use in studying the impact of adsorption processes in a gaseous ambient and the
effects of chemical reactions between semiconductor and gas. The most favorite topic of such
investigations was the oxidation of, or oxygen adsorption on, Ge [302], Si [292,297], a-Si:H [303],
GaAs [322,336], InP [350,352], CdS [101,363,364], CdSe [375,376], ZnO [400], and more. Effects of
hydrogen [303,335] and water vapor [335,361] were also studied. Here, we bring an example of the
oxidation of the p-GaAs(110) surface, studied by LuÈth et al. [336] SPV spectra of the clean surface, and
after exposure to different oxygen doses, are shown in Fig. 50 for `good' and `bad' cleaves of the GaAs
surface. For a `good' cleave, the clean surface only features some tail states (in agreement with Fig. 42).
Introduction of oxygen produces additional structure within the bandgap, that becomes more prominent
with increasing oxygen exposure. At high oxygen doses the onset of this additional structure is between
0.8 and 0.9 eV. Thus, oxygen exposure introduces deep states at the `well cleaved' GaAs(1 1 0) surface
in a manner similar to that found with metal deposition (Fig. 42). For a `badly cleaved' surface, deep
states are found even in the clean surface. These must be related to a cleavage-induced high step density
and remain unchanged upon oxygen exposure, which only introduces a knee at �1.35 eV.

Another venue in which SPS is frequently used is the evaluation of the effect of various treatments,
such as electron [101] or ion [349,352] bombardment, etching [352,354], annealing [383,384], light-
soaking [304,306], etc., on semiconductor surfaces.

Fig. 50. SPV spectra at 100 K of the clean and oxygen-exposed GaAs(1 1 0) surface after exposure to different oxygen doses.

(a) `Good' cleave. (b) `Bad' cleave (after LuÈth et al. [336]).
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Brillson [363,364,372,373,375,376] has pioneered the use of SPS in tandem with chemical analytical
tools in order to assess the impact of surface chemistry on surface electronic properties. An early study
of Brillson, which merits some discussion here, has been the SPS analysis of the CdS(1 1 2 0) surface
under various conditions and treatments, shown in Fig. 51 [363]. In this case, the accompanying
chemical tool was Auger electron spectroscopy (AES) analysis (results not shown for brevity). The
SPV spectrum in air is characterized by several surface-state related onsets, all of which diminish in
magnitude following 24 h in UHV, and are absent on the cleaved surface. This is in agreement with the
considerable surface contamination (by O, C, and Cl) in air, detected by AES, which diminishes after
24 h in UHV due to contaminant species desorption and is absent from the cleaved surface. Thus, the
spectral features in air are clearly due to extrinsic surface states induced by contaminants.

After bakeout, the overall SPV signal is greatly reduced. Usually, one is tempted to assign this to a
reduction in band bending (see Fig. 11), brought about by the lack of contamination and hence of
surface states. However, it may actually be due to an increase in contamination, which increases the
surface recombination velocity and decreases the excess carrier density (see Eq. (2.61)). Using AES,
the baked-out surface was found to be highly carbon-contaminated, supporting the second
interpretation.

Other authors have also encountered the dif®culty of distinguishing between band-bending changes
and recombination rate changes without quantitative analysis, and have solved them in different
manners. Szuber [322] observed an increase of the SPV signal upon oxygen-exposure of polar GaAs

Fig. 51. SPV spectra of the CdS(1 1 2 0) surface under various conditions: (a) In air. (b) After 24 h in UHV. (c) UHV-cleaved.

(d) Same as (b) after a 6 h, 150�C bakeout. (e) Ar�-bobarded. (f) O-adsorbed (after Brillson [363]).
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surfaces. Here, this increase was assigned to an increase in band-bending since it is very unlikely that
the additional O-induced states would actually decrease recombination rates. Wang et al. [307] have
observed an increase in the SPV signal from a-Si:H ®lms after depositing a monolayer of a Langmuir±
Blodgett ®lm. Here, the increase was attributed to a decrease in recombination rates because of an
increased relaxation time. Several authors used complementary SPV and PL spectra [344±346,420]. If
the increase in SPV was accompanied by an increase in PL, they concluded that this was due to a
reduction in SRV. This is because the latter increases the SPV and decreases the non-radiative
recombination which competes with the PL. Finally, Kinrot et al. [357] employed complementary time-
resolved PL measurements for direct assessment of SRV changes.

Going back to Brillson's experiment, argon bombardment and oxygen adsorption both induce new
surface states, at different energies. The naive interpretation is that these are again extrinsic states
brought about by the presence of argon or oxygen. However, for argon-ions it was known that no
signi®cant gap states are induced, and the effect of oxygen depended on surface preparation prior to
oxidation. AES revealed that for argon bombardment, and at least partially for oxygen adsorption, the
extrinsic features were not a direct result of the contaminants. Rather, they were due to a treatment-
induced change in surface stoichiometry.

The ability to directly correlate surface electronic structure with chemical treatments may also be
used bene®cially in surface passivation studies [348,357]. Such a study on the effect of organic polymer
overlayers on the p-InP(1 0 0) surface, is shown in Fig. 52 [357]. The bare, etched surface displays two
knees, associated with both electron and hole transitions, involving states situated �1.2 eV below the
conduction band (`A') and �1.05 eV above the valence band edge (`D'), respectively. These states were
assigned, based on previous SPS studies [352], to excess P and adsorbed O at the surface, respectively.
The `A' state is suppressed only in the presence of N-containing polymers, whereas the `D' state is
suppressed only by S- or F-containing polymers. This suggests that the surface states are passivated by
P±N and (S or F)±O ion exchange processes, respectively.

Fig. 52. SPV spectra of p-InP(1 0 0) surfaces: (a) Etched. (b) Coated with N-containing polymers. (c) Coated with S- or

F-containing polymers (after Kinrot et al. [357]).
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SPS has also been employed for basic studies of surface electronic structure at well-de®ned, clean
surfaces. Several authors have found a correlation between the observed surface states and the surface
structure. For example, BuÈchel and LuÈth have found that an additional surface state arises when
annealing the Ge(1 1 1)-(2� 1) surface to the (8� 8) con®guration [302]. MoÈnch et al. have found good
agreement between measured and calculated surface states at the Si(0 0 1)-(2�1) surface, supporting
the asymmetric dimer reconstruction model used in the calculations [289]. Clabes and Henzler have
performed similar studies on the Si(1 1 1) surface [292]. Fig. 53 shows their results for a p-type sample.
A distinct difference between surface state energies at the (2� 1) and (7� 7) surface con®gurations is
apparent. Oxygen adsorption at the (7� 7) surface greatly changes the SPV spectrum, such that
positive-SPV-producing transitions to the conduction band are apparent.

Studies of the evolution of metal±semiconductor interfaces using SPS were pioneered by MoÈnch
et al. [330] and by Brillson [323,372,373], with later studies being conducted mostly by Shapira et al.
[324,352,370] and Musatov et al. [108,338,339,347]. An example is found in Fig. 54, [372] which
features the evolution of SPV spectra of the CdS(1 0 1 0) surface with increasing Au overlayer
thickness. While some surface states are already present at the cleaved surface, Au deposition
introduces new surface states. These states vary somewhat with overlayer thickness, before approaching
a saturation regime at �7 AÊ . Note that at relatively large Au thickness the signal is lost due to
absorption in the Au layer. An example of a similar SPS study of metals on III±V semiconductors has
already been given in Fig. 42. These studies, as well as others cited above, provide clear-cut
experimental evidence for the induction of gap states at metal±semiconductor interface by metal
deposition.

In addition to con®rming the existence of interface states, SPS has also been used to understand how
they are formed. A case in point is shown in Fig. 55 [347]. It shows the SPV spectra of the p-InP(1 0 0)
surface, thermally cleaned at temperatures below and close to the decomposition temperature of InP, as
well as Pd- and Ag-adsorbed. The striking similarity between the surface states induced by metal

Fig. 53. SPV spectra of the p-type Si(1 1 1) surface for different surface con®gurations (after Clabes and Henzler [292]).
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(especially Ag) deposition and by InP decomposition suggest that they are of the same chemical origin,
i.e., metal deposition induced disruption of the In±P bonds at the interface.

SPS also provides insight into the relation between surface states and surface or interface electronic
properties. For example, the Schottky barrier height in metal/semiconductor junctions is almost always
found to agree, usually to better than 0.1 eV, with the position of the dominant surface states found by
SPS [323,324,347,352,372,373]. This constitutes a direct experimental veri®cation of Bardeen's model
of Fermi level pinning by surface states, discussed in Section 2.1.5 (see Fig. 7(b)). In another interesting
application, Rosenwaks et al. [370] found a correlation between surface states and SRV at etched
CdS(1 1 2 0) surfaces, treated in metal containing solutions. The more `rich' with surface states the SPV
spectrum was, and the closer the surface states were to midgap, the higher the (independently
measured) SRV was. This is clearly due to the additional recombination paths afforded by the presence
of more surface states and the high recombination ef®ciency of midgap states.

So far, our SPS analysis has been limited to surface states. However, SPS is also sensitive to bulk states.
Accordingly, SPS has been used for studying, e.g., Cr-related defects in GaAs [334,340], Fe-related
defects in InP [351], and Mn-related defects in CdMnTe [395]. The possibility of bulk contributions
should always be taken into account when analyzing SPV spectra. For example, MoÈnch et al. [334]

Fig. 54. (a) SPV spectra of Au on cleaved (1 0 1 0) CdS as a function of equivalent metal overlayer thickness. (b) Schematic

energy-level diagram of optical transitions corresponding to the SPV spectra (after Brillson [372]).
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have warned against misinterpreting bulk-defects in GaAs as evidence of surface states at the cleaved
GaAs(110) surface. Unfortunately, as already discussed in Section 2.2.3, the simple distinction between
transitions involving the valence or conduction band based on the sign of the SPV is not valid for bulk
states. Brie¯y, transitions involving bulk states usually decrease the band-bending regardless of the
band involved (see Fig. 15) [6]. Under special circumstances, the same bulk transition may contribute
an either negative or positive knee to the SPV spectrum, depending on the state of the surface charge
(see Fig. 17 and the corresponding discussion) [111,113]. The restriction of SPS sign analysis for bulk
transitions is not always recognized in the literature and may have led to mis-assignment of state
positions. For example, Simov et al. [362] studied the SPV spectra of polycrystalline CdS thin ®lms.
They have observed (among other transitions) the `�1' and `�2' transitions found by Lagowski et al.
[361] on single-crystalline CdS, shown in Fig. 49(a), but with the opposite knee sign. They therefore
assumed that the surface states had interacted with the conduction band, rather than with the valence
band. While this may be true, the agreement in observed SPS threshold energies seems striking. Thus, it
is also possible that the states observed by Simov et al. were actually located at grain boundaries. From
the SPS point of view, these would be `bulk' states as they are not located at the front (free) surface.
Thus, the sign of their contribution would be reversed.

The distinction between surface and bulk states is not always an easy task and has attracted some
attention in SPS-related research. We defer the discussion of quantitative approaches to such distinction
to Section 5.4.3 and describe some qualitative means here: the most obvious means for distinguishing
between surface and bulk states is by checking on the sensitivity of the relevant SPV feature to surface
treatments or to the crystal face studied. SPV features found to `persist' under various conditions
[375,377] are attributed to bulk states. Conversely, a marked change upon surface treatment, as in, e.g.,

Fig. 55. SPV spectra of the p-InP(100) surface: (a) Thermally cleaned below the InP decomposition temprature. (b)

Thermally cleaned close to the InP decomposition temprature. (c) After deposition of 0.5 monolayers of Pd. (d) After

deposition of 0.3 monolayers of Ag (after Musatov et al. [347]).
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Figs. 42, 51 or 53, is attributed to surface states. A comparison between contact and contactless SPS
measurements has also been suggested [294,295] and may be considered as a special case of surface
modi®cation. In the case of the QD ®lms shown in Fig. 45, the sensitivity of the sub-bandgap spectrum
to the ambient suggests a surface state contribution. However, here these states are probably at grain
surfaces and not necessarily at the front surface, as the ®lm is porous. Two pitfalls should be avoided
when performing such a distinction: (a) even a bulk transition may be `lost' in the SPV spectra if the
surface is passivated and the band-bending is too low to obtain a meaningful signal. Therefore it is
important to assess the impact of the surface treatment on the super-bandgap signal as well. (b) as
mentioned above, in rare cases, an SPV feature corresponding to a bulk level may `¯ip signs' due to
surface treatment [113]. Sign reversals of the same feature should therefore be treated with caution.
Distinction between surface and bulk states has also been performed by means of treating the bulk, e.g.,
by changing the bulk dopant [296,340,351,395], or sample fabrication procedures [305,333,393,409].

In the absence of surface or bulk treatments, one of the most popular methods of distinguishing
between surface and bulk states is comparing SPV and photoconductivity spectra. The latter spectra are
inherently insensitive to surface transitions because the photocurrent is collected from the entire bulk of
the sample, so that the contribution of the SCR is typically negligible. Therefore, transitions appearing
in both types of spectra are usually attributed to bulk transitions, whereas transitions appearing in the
SPV spectra alone are assigned to surface states. In fact, the lack of correlation between
photoconductivity and SPV spectra was used as proof of observing `true' surface phenomena in the
earliest days of SPS, as shown in Fig. 49. A more comprehensive example, measured at Si-doped GaAs
epitaxial thin ®lms, where three bulk states (`E1'±`E3') and two surface states (`Et4', `Et5') are found, is
shown in Fig. 56 [337]. The `l series' and `n series' phonons in Fig. 47 were identi®ed as bulk and
surface phonons, respectively, using a similar comparison with photoconductivity. More examples of
use of this procedure may be found in, e.g., [319,334,360,365,366,371,375,386,407].

While very useful, photoconductivity is not fail-safe: Vyvenko et al. [371] have used SPS to point out
a misinterpretation of photoconductivity data of CdS:Te crystals. They noted that the bandgap-related
feature found in SPS is completely absent in the photoconductivity spectrum, due to the unusually large
absorption coef®cient which reduces the photoconducting layer. Therefore, the energy previously
assigned to the bandgap was actually related to a bulk defect. Szaro [377] has found an SPS feature
which behaved as a bulk state in the sense that it persisted through various surface treatments and
orientations, but was not apparent in photoconductivity nevertheless. The reason for the discrepancy is
not clear. Another case worth mentioning is the studies of a-Si:H, with and without H2 dilution,
performed by Fefer et al. [305], which is shown in Fig. 57. Based on the agreement between the SPS
results and the constant photocurrent method, on the sensitivity of the spectra to bulk treatment evident
in the ®gure, and on the agreement with theoretical models, the transitions observed have been assigned
to bulk states. Nevertheless, agreement with theoretical models is only established when using sign
conventions appropriate for surface states. Therefore, it was assumed that the surface has a defect
structure similar to the bulk in this case, which is reasonable for an amorphous material.

In Fig. 57, an increase of both the bandgap-related SPV (at �1.7 eV) and the gap-state-related SPV
(at �1.1±1.2 eV) upon H2 dilution is observed. This is not coincidental, as gap states associated with
the band with which they communicate typically feature the same dependence as the bandgap energy
on the bandgap-modulating parameter. Using this idea in a systematic manner, a correlation between
gap states and bands was found in CdTe [387] and CdMnTe [388] via temperature-induced bandgap
changes, and in InAlAs thin ®lms [355] via alloy-composition-induced bandgap changes. In the latter
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case, other groups of gap states whose energy position was clearly not associated with any band were
also found.

Having reviewed many SPS applications, we now consider some limitations of the analysis and
means of overcoming them. First, the measured transition energy may not re¯ect the real position of the
surface state if the transition involves a phonon [289,361] or any other thermal step [295,303]. A
thermal contribution can usually be assessed from the temperature dependence of the SPV spectra, as
in, e.g., Fig. 43. Second, shallow states may be dif®cult to observe due to the uncertainty in pointing out
the exact Eg threshold. For example, the SPV spectra of UHV-cleaved surfaces in some cases (see the
top curves of Fig. 42 and Curve (d) of Fig. 51) frequently feature a sizable super-bandgap SPV. This

Fig. 56. (a) SPV and (b) photoconductivity spectra of Si-doped GaAs epitaxial thin ®lms. `E1'±`E3' ± bulk state transitions,

`Et4', `Et5' ± surface state transitions (after Czekala-Mukalled et al. [337]).
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SPV is not due to Dember interference as its sign changes with sample type. It therefore re¯ects a non-
negligible equilibrium band-bending, even though no surface state features are observed. This is
because the band-bending is probably formed by shallow states which `hide' in the onset tail of the
super-bandgap SPV. These band-tails may be as large as several tenths of an eV in amorphous or
otherwise non-ideal materials, such as a-Si:H [305], porous Si [316], or semiconducting C-60 ®lms
[317]. We note that it is customary to explain all near-bandgap features in terms of tail states [328,350].
While in both papers cited here, and in others, tail states are probably indeed present, a full analysis
must also take the Franz±Keldysh contribution into account.

Some authors have interpreted super-bandgap structure in terms of surface states found in the energy
range of an allowed band [297,298,303,384]. As demonstrated in Fig. 48, additional absorption in a thin
surface layer may indeed greatly in¯uence the super-bandgap SPV. However, this absorption must be
very strong in order to successfully compete with the response relying on the bulk density of states.
Therefore, other interpretations, such as features related to, e.g., critical points in the band structure
[290,327,333,358] or electron±photon interactions [326,332] must be ruled out ®rst. Finally, throughout
our discussion we assume that the only effect of illumination is to induce carrier transitions. However,
photochemical processes are also possible. These are not very common when using the relatively low-
intensity illumination afforded by a standard monochromator. However, they are not impossible. For
example, Lagowski et al. have used SPS to ascertain that even modest illumination induces
photodesorption of oxygen from a ZnO surface in vacuum [400], as shown earlier using other tools
[421].

Some technological limitations to SPS interpretation must also be considered: the ability to observe a
transition involving a gap state depends on generating a signal which is larger than the noise level.
Therefore, states with a too small optical cross-section may be missed. Indeed, it has been our
experience that when the output intensity of the monochromator is decreased (in order to improve its

Fig. 57. SPV spectra of device quality a-Si:H, deposited (a) without and (b) with H2 dilution on tin oxide coated glass (after

Fefer et al. [305]).
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energy resolution) some of the weaker features may disappear (a recent example may be found in
[318]). As shown in Section 2.2.3, the SPV signal decreases with decreasing semiconductor bandgap
and surface band-bending. Thus, sub-bandgap features are more likely to be missed in relatively small
bandgap materials and/or reasonably passivated surfaces. For example, Tong and Lam [105] failed to
observe any sub-bandgap signals related to the Si±SiO2 interface, even though the existence of gap
states at that interface is well-known from, e.g., electrical measurements. They then con®rmed
theoretically that for reasonable interface state parameters, the SPV signal is indeed expected to be
smaller than the noise level.

An associated problem is that the energy at which the onset of a certain transition is identi®ed may
actually be larger than the real threshold, re¯ecting only the energy at which the SPV change induced
by this transition exceeds the noise level. The identi®cation of the lowest-energy threshold may be
particularly dif®cult when using a logarithmic representation. As long as the SPV curve approaches a
vertical asymptote, as in, e.g., Fig. 53, this asymptote obviously re¯ects the energy threshold. However,
if the asymptote is not vertical, as in, e.g., Fig. 50, the energy threshold is not obvious.

As demonstrated in Fig. 16, the sub-bandgap SPV increases with increasing equilibrium band
bending in a manner similar (though not identical) to that of super-bandgap SPV. Therefore, small
decreases in surface-state position upon increasing metal coverage (e.g., the change between 1.75 and
1.74 eV in Fig. 54) may actually re¯ect the improving SNR due to an increasing band-bending, rather
than a true shift in energy position. Similar, but larger (as much as 0.1 eV) pseudo-shifts have been
identi®ed by Burstein et al. [324]. A shift of threshold energies has also been observed when
performing SPS as a function of external bias in a MIS arrangement [291]. Note that increases in
threshold energies for larger Au coverages in Fig. 54 do re¯ect physical changes as the equilibrium
band-bending, which increases with increasing Au coverage, can only decrease the threshold energy.

The problems associated with determining state transition energies by inspection may be
circumvented by an extrapolation which is very similar to that suggested for determining Eg. As in
super-bandgap illumination, sub-bandgap illumination is also expected to reasonably re¯ect the
absorption spectrum for suf®ciently low illumination [289,293,374]. Accordingly, assuming a discrete
surface state the SPV intensity should re¯ect the photon-energy dependence of the optical cross-section.
The above-threshold SPV may therefore be ®tted with an exponential dependence, or other functional
forms deemed relevant (see Eq. (2.84)), and extrapolated to zero to ®nd the threshold energy
[101,108,289]. Using this approach, Musatov et al. [108,338,339] have studied the coverage
dependence of metal-induced surface states. They have found that in many cases the energy position
of the induced states is ®xed, but in some cases it varies with coverage. Such a change probably re¯ects
a change in the physical/chemical origin of the state at some thickness.

One obvious possibility of improving the SNR is increasing the illumination intensity. While
optimizing the illumination source has been shown to have some success in resolving extra features
[390], the improvement obtained is limited. Increasing the band-bending via an external dc bias in a
MIS arrangement also improves the SNR. A different approach relies on lowering the measurement
temperature [298,386], which suppresses thermally-induced transitions and hence increases both the
super- and sub-bandgap SPV (see Section 2). An example is shown in Fig. 58(a) [395], which shows
SPV spectra of unintentionally doped CdMnTe at various temperatures. At room temperature, the onset
of the sub-bandgap SPV seems to be at �0.9 mm, whereas at lower temperatures it is clear that the onset
is much deeper (at �1.5 mm), and was obscured by the noise level at room temperature. This feature
was found to be correlated to Mn-induced bulk states. Unfortunately, the SPV spectra do not always
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display a monotonous increase in magnitude with decreasing temperature. Other factors, such as
impurity adsorption [393], state ®lling and emptying [303], and even lifetime variation effects in ac
SPV [295], may complicate the SPV spectrum. For example, Fig. 58(b) which features SPV spectra of
Ga-doped CdMnTe at various temperatures, shows a complicated temperature-dependence, with both
n-type and p-type behavior, and with various defect states. While not amenable to simple
interpretations, such a behavior may provide insight into sample characteristics if accompanied by a
suitable quantitative analysis.

So far, only discrete gap states were considered. However, it is intuitively clear that in many cases a
continuous distribution of gap states may be expected. In some cases, a rough distinction between
discrete and distributed states was made on the basis of the `sharpness' or `smoothness' of the
associated SPS features [288,291,375]. While of some value, such distinctions are clearly too subjective
to be generalized. For example, a fairly sharp threshold is associated with the Si(111)-(7�7) spectrum
in Fig. 53, although today this particular surface is well-known to have a distributed density of states
[280]. By considering distributed states, the band-bending-induced shifts in energy thresholds discussed
above may also be explained by a physical, rather than a measurement-dependent, mechanism. A
change in band bending changes the position of the surface Fermi-level. Since electron (hole)
transitions to the conduction (valence) band must involve ®lled (empty) states, a change in ®lling may
shift the observed SPV threshold [291,322].

When a continuous distribution is expected, e.g., in a-Si:H, the smoothness of the SPV features may
hinder assignment of threshold energies [303]. One approach to determining thresholds is ®nding the
intersection of the asymptotic parts of the SPV curve. This approach has been applied in, e.g., Fig. 57.

Fig. 58. SPV spectra of (a) unintentionally-doped and (b) Ga-doped Cd0:85Mn0:15Te at various temperatures (after Kuzminski

et al. [395]).
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Essentially, it attempts to locate photon energies at which slope changes in the SPV signal are maximal.
Extrema in the second derivative of the SPV spectrum may be used as an equivalent of asymptotic
intersection. This is because, by de®nition, these extrema indicate the positions of the sharpest slope
changes.

An alternative approach which found some use relies on determining the maximum in the ®rst
derivative of the SPV spectrum. This approach has been used in, e.g., determining the `�4' and `�6'
transitions in Fig. 49(a) and the various states in Fig. 58. The rationale of this approach is that the
increase in the SPV signal is due to an increase in the density of states whose carriers may be excited
into one of the bands. Therefore, the photon energy at which the SPV change is maximal should
coincide with the peak of the density of states, i.e., with the state center, as shown in the inset of Fig.
49(a). The approach assumes that the state in question is completely ®lled or completely emptied. If
this is not the case, the position of the obtained peak will vary with illumination intensity [319].

An implicit assumption in the ®rst derivative technique is that all changes in SPV intensity are due to
changes in the density of states [422], whereas we have seen above that these changes may also be
governed by the photon-energy dependence of the optical cross-section. This may explain the
considerable discrepancy between state positions found using this technique and those found by
inspection in, e.g., Fig. 58. The distinction between density-of-states and optical cross-section
contributions requires quantitative analysis and is deferred to Section 5. Since by using the extra-
polation technique or the derivative approach one must assume a priori the dominance of optical cross-
section or energy-distribution effects, respectively, we usually use the simple, if less accurate,
asymptotic-slope-intersection approach for performing qualitative analyses. Interestingly, Lagowski
et al. have suggested derivative SPS as a general tool for easier identi®cation and analysis of gap states
[294,333]. However, they have based their argumentation on the erroneous assumption that the SPV
derivative indicates the derivative of the optical cross-section, �opt, rather than the density-of-states. A
simple derivation of the dependence of �opt on h� for a discrete gap state (Eq. (2.84)), shows that the
derivative is not maximal at the gap state energy, Et.

We now consider the possible in¯uence of transitions between two localized states on the SPV
spectrum. Promoting an electron from a lower-energy to a higher energy local state does not induce any
SPV per se. This is because, by itself, the electron transition does not induce any charge separation. For
the latter to occur, either the electron promoted to the higher-energy state or the hole left in the lower-
energy state must be excited to the conduction or valence band, respectively (with the sign of the SPV
depending on the type of free carrier). This usually means that at least one of the states must be shallow
enough for effective thermal excitation to take place [293,321,335]. Other mechanisms, such as
excitation involving two photons [371], or an excited state in resonance with the conduction band [334]
(for Cr in GaAs), have also been suggested. Since absorption between two localized levels typically
peaks at photon eneregies corresponding to their energy difference, localized-state-related transitions
are identi®ed by observing peaks, rather than knees, in the SPV spectrum.

An elegant example of SPS features due to transitions between local states at the Si(111)-(2�1)
surface was given by Assmann and M�oÈnch and is shown in Fig. 59 [293]. After cleavage (Fig. 59(a)), a
double-peaked structure is observed. This structure is washed out following oxygen adsorption or
annealing at 600 K, both of which destroy the (2�1) con®guration. After annealing at 500 K, which
enhances the (2�1) con®guration, a well-de®ned single peak emerges (Fig. 59(b)). Since the (2�1)
con®guration exhibits a two-fold symmetry, transitions between ®lled and empty surface states must be
polarization-dependent. Indeed, the SPV signal was found to be minimal for light polarized along
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(1 1 0) directions and maximal for light polarized along (1 1 2) directions. The observed peak was
therefore interpreted as arising from transitions between ®lled and empty bond states, localized at
alternate rows of raised and depressed atoms, respectively, running along a (1 1 0) direction.

4.3. Points of importance

In this section, we point out a number of important elements, related to the measurement conditions,
that must be taken into account in order to obtain meaningful SPS data.

We have assumed so far that thermal equilibrium is always established between the surface and bulk
in the dark. However, this is not necessarily true since the relaxation times of excited samples may be as
long as several days if the surface barrier is much larger than the thermal energy. At room temperature,
this phenomena has been observed primarily for high bandgap samples [6,360,361]. At low
temperature, it has been observed in a-Si:H [303], in plastically deformed Si and Ge [419], and even in
crystalline Si [298]. Evidence of SPS performed in the absence of thermal equilibrium prior to
illumination may be found in, e.g., Fig. 49, where transitions with both bands involving the same surface
state were obtained. States which are well removed from the surface Fermi level (as is the case here) are
expected to be completely ®lled or completely empty in equilibrium. Therefore, only electron or hole
transitions, respectively, are expected. The observation of both transitions indicates a partial ®lling of
the state involved, and hence non-equilibrium conditions. Similar effects have also been encountered by
other groups [386,393,397]. Goldstein and Szostak measured a-Si:H samples at low temperatures [303].
They reported a lack of relaxation so severe that the sample had to be re-heated and than cooled down
again after each data point on the spectrum to allow thermal equilibrium conditions to develop.

Due to different initial surface conditions, SPV spectra taken after equilibrium and non-equilibrium
conditions in the dark may differ drastically. Moreover, many quantitative analyses, which assume
thermal equilibrium in the dark, would yield erroneous information when applied to measurements in
which this assumption is not valid. For obtaining unequivocal measurements, it is thus very important

Fig. 59. SPV spectra of a Si(1 1 1)-(2�1) surface: (a) After cleavage and following exposure to O2 at 300 K. (b) After

cleavage and following 10 min annealing at 500 K (after Assmann and MoÈnch [293]).
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to let the sample relax for a suf®cient time in complete darkness. When working with a Kelvin probe, it
is possible to ascertain that the sample has relaxed by monitoring the CPD in the dark as a function of
time. We caution that a casual reading of a seemingly stable CPD does not suf®ce, as the relaxation
times involved may be extremely long.

Varying the initial surface conditions by deliberately avoiding thermal equilibrium in the dark may
be advantageous if proper adjustments to any interpretations are made. For example, Gatos and
Lagowski [6] have compared between the SPV spectra of ZnO basal surfaces measured 1 h and 24 h
after illumination with white light, as shown in Fig. 60. The completely different spectra may be
interpreted as follows: after 24 h, thermal equilibrium is approximately established, the observed
surface state is ®lled with electrons, and electron transitions from the state to the conduction band are
observed. However, 1 h after illumination thermal equilibrium has not been established yet, the same
surface state is empty, and hole transitions to the valence band are observed. This is supported by noting
that the sum of the two corresponding transition energies is very nearly equal to the ZnO bandgap. In a
different example, Yang et al. [301] have compared SPV spectra taken after different initial conditions
(illumination and bias) in order to con®rm photo-memory effects in Langmuir±Blodgett ®lms capping a
Si sample.

When using dc SPV, it is equally important to ascertain that steady-state conditions have indeed been
reached following illumination since response times may also be very long if, e.g., `slow' surface states
are involved. It is therefore strongly recommended to make sure that suf®cient time is allowed at each
photon energy for steady-state to be obtained, which can be examined by checking for an in¯uence of
variations in the monochromator dwell time at each wavelength on the obtained spectrum. This has
recently been demonstrated by Shalish et al. [360], who used SPS to study GaN ®lms, as shown in

Fig. 60. SPV spectra of the basal ZnO surface in room temperature and ambient, (a) 1 h and (b) 24 h after illumination with

white light. Insets represent the dominant transitions involved (after Gatos and Lagowski [6]).
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Fig. 61. As the dwell time at each measurement point increases, the sub-bandgap SPV signal increases
and more gap-state related features are exposed. Many of these features would have been overlooked
had the SPV spectrum at the shorter dwell time been mistaken for a steady-state one. We note that
appropriate dwell times should be sought with particular caution at wavelengths in which ®lters or
gratings are exchanged because the disruption from the previous steady-state conditions may be more
signi®cant at such points. In addition, light may reach the sample during these changes and cause an
additional undesirable excitation which must be allowed to relax before resuming the measurement.

When long response-time transitions are involved, their corresponding SPV features are likely to go
undetected when using ac SPV because the illumination chopping rate may be too fast to allow any
non-negligible population changes in the `slow' states involved [100,110,321,386]. In fact, Gatos et al.
[6] have been able to advance SPS much more than other early researchers [100,239] partly because
they used dc, rather than ac, spectroscopy, thereby revealing a set of surface states not previously
exposed. The lack of sensitivity of ac SPV to slow states has also been used bene®cially. The presence
of some spectral features in dc, but not ac, SPV, has been used to conclude that the observed features
are related to surface, rather than bulk, states [6,386,393,394]. While this method has been used with
some success, it is in fact quite limited because it assumes that bulk states are invariably fast and
surface states are invariably slow, which is not always true.

Even if steady-state conditions have been ascertained, it is always a good idea to examine the details
of the transient SPV response as well. This point has been elegantly demonstrated by Morawski et al.
[321], who studied etched GaAs surfaces. A comparison between ac and dc SPS (Fig. 62(a)) reveals
that the two spectroscopies converge for super-bandgap illumination, but the SPV signal is much
greater in dc SPS. The difference in magnitudes con®rms that steady-state conditions have not been
obtained in ac SPV. While the shape of the spectra is also somewhat different, no immediately evident
major difference in spectral features is noted. The transient response (Fig. 62(b)) reveals that the SPV
signal is composed of a slow and a fast component. Whereas ac SPV only shows the latter, steady-state
dc SPV shows the sum of both components, so that the slow state is never explicitly presented. If the
magnitude of the two processes is independently plotted versus photon energy (Fig. 62(c)), it becomes
clear that two physical mechanisms, and not one, have been monitored: The fast state, which has a
`knee' shape, is related to a state-band transition, whereas the slow component, which has a `peak'
shape, is related to transitions between two localized levels.

Fig. 61. SPV spectra of a GaN ®lm at different monochromator dwell times (after Shalish et al. [360]).
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When using a Kelvin probe, an adequate back Ohmic contact is very important. While the resistance
of this contact may be fairly high without obstructing the measurement (see Section 3.1), it is
imperative that the back contact will not be of a Schottky type. The latter impedes current ¯ow in the
external circuit. This may result in extremely long response times unrelated to sample physics [380], or,
even worse, to a complete failure in stabilizing the CPD reading. In this respect, ac SPS based on a MIS
structure, is preferable. This is because the back contact may be replaced by capacitive coupling (see
Section 3.2). As noted in Section 3, a major difference between Kelvin-probe- and MIS-structure-based
SPS is that the latter may in¯uence the surface band bending. This in¯uence is undesirable if the true
surface conditions are sought. However, in many cases in¯uencing the intrinsic surface condition is

Fig. 62. SPS analysis of etched GaAs surfaces: (a) comparison between dc and ac SPS (b) SPV transients at 0.73 and 0.8 eV

(c) Spectral dependence of the fast and slow SPV components found in (b) (after Morawski et al. [321]).
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desired since the band-bending can be increased, thereby increasing SPS sensitivity. Moreover, using a
MIS structure, the surface band-bending may be systematically changed by means of an external dc
bias. This additional degree of freedom may assist in uncovering and characterizing further gap states
[291,405]. We note that several groups have employed SPS principles with contact measurements ± via
an electrolyte [354], a metallic contact [294,295,313,407], or a transparent conductor [307,314,
315,369]. Obviously, the effect of the contact on surface properties must be particularly considered in
such cases.

An issue of great importance is the possible variation of photon ¯ux with photon energy. In a
conventional monochromator, the photon ¯ux exhibits a rather signi®cant spectral dependence (at times
over several orders of magnitude) and only recently has a systematic SPS setup with a constant photon
¯ux been demonstrated [423]. The variations in photon ¯ux may introduce bogus features in SPV
spectra, which re¯ect nothing but changes in the excitation level [417]. It is therefore a standard and
widely used procedure to normalize all spectra by dividing the SPV signal by the photon ¯ux at
each photon energy. Unfortunately, this procedure is clearly unjusti®ed since the dependence of
the SPV on the photon ¯ux may be highly non-linear! Such normalization is strictly forbidden,
unless a linearity between the SPV and photon ¯ux has been deomnstrated in the entire spectral range
studied.

If the SPV is not linear in the photon ¯ux, it seems natural to normalize the SPV based on its exact
intensity-dependence. However, this procedure is cumbersome since the intensity-dependence in some
spectral regions may differ. BuÈchel and LuÈth [302] have therefore studied the intensity-dependence of
two representative photon energies ± one at a sub-bandgap energy and the other at a super-bandgap
energy ± and normalized the two portions of the spectrum independently. While this approach was a
major step in the right direction, it has not been in much use, because it requires many extra
measurements. Moreover, the intensity dependence may vary in different regions inside the sub- or
super-bandgap regimes, so that normalization by two photon energies is not necessarily suf®cient.
Another mistake sometimes made is confusing time- and intensity-saturation [350], i.e., assuming that
at steady-state the dependence on illumination intensity is negligible. In light of the analysis in Section 2
and in this section, this is clearly wrong, unless recombination rates are negligible.

If a constant photon ¯ux or a proper SPV normalization procedure are not attainable, it is best not to
perform any manipulation on the as-measured spectrum as this may corrupt the data. Instead, the SPV
spectrum should be compared with the spectral features of the light source to check for suspected
artifacts. For example, the feature at �1.18 eV in Fig. 52 is simply due to a change of ®lter at that
energy. When in doubt, comparing between spectra obtained using different gratings or different ®lter-
exchange energies usually provides a clear-cut distinction between photon-¯ux-induced artifacts and
real features.

Finally, as in any spectroscopy, removal of stray light is crucial for increasing the energy resolution
and avoiding artifacts due to second-order re¯ections of monochromator gratings. In SPS, it is
particularly important to consider stray-light effects in the vicinity of the bandgap energy. Since the
absorption coef®cient drastically increases around this energy, even a small number of stray photons
with higher energies may produce a signi®cant stray signal. This is an additional, measurement-
dependent reason, for the broad onset of the super-bandgap signal discussed in Section 4.1. Therefore,
it is extremely important to rule out stray light effects (or at least to assess their magnitude) before
interpreting the near-bandgap signal in terms of physical effects, e.g., tail-states and/or the Franz±
Keldysh effect.
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5. Advanced analyses

5.1. Carrier diffusion length

The determination of the minority carrier diffusion length, L, is one of the most important
applications of the surface photovoltaic effect. It is certainly the branch of SPV measurements
which has had the most signi®cant impact on the semiconductor manufacturing industry. Perhaps
the best proof of how commonplace such measurements have become is the American Society for
Testing and Materials (ASTM) protocol devoted to describing their proper use [424]. The methodology
of the technique and its numerous applications are discussed in this section. Special attention is
paid to practical considerations, as well as to the limitations of the analysis and the means of alleviating
them.

5.1.1. Analysis principles

The extraction of L relies on the `Goodman' (Moss) equation, introduced in Section 2.2.2 (Eq. (2.61)).
The fairly simple dependence of �n�w� on Ln given in that equation has been envisioned by Moss as a
possible key for the extraction of the Ln [72]. Moss suggested using the SPV in the linear regime, i.e.,
for a signal level low enough such that SPV / �n�w�. He suggested that the left hand side of Eq. (2.61)
is maximal where � is very large, i.e., for very short wavelengths. The SPV signal would be half the
maximal value at a wavelength such that �Ln � 1. Therefore, Ln may be found by measuring � at that
wavelength. While seemingly simple to apply, this approach has rarely been used in practice. As
already discussed in Section 4.1, the SPV does not necessarily increase monotonously until reaching a
plateau with increasing photon energy, as predicted by Eq. (2.61). Therefore, identi®cation of the
maximal SPV may be very problematic. In addition, a wavelength corresponding to a SPV value which
is half of the maximal one is not necessarily found within the relevant wavelength range.

Goodman used Moss's equation to form a much more general and rigorous algorithm for extracting
the diffusion length [5]. He showed that as long as the SPV dependence on �n�w� was monotonous (an
assumption shown to be very reasonable in Section 2.2.2), its exact form did not have to be known.
Goodman suggested that the photon ¯ux necessary to maintain a ®xed, pre-selected, value of SPV
should be measured for several super-bandgap wavelengths. Since a constant SPV implies a constant
�n�w� (upon assuming a monotonous dependence between the two quantities), the right hand side of
Eq. (2.61) must also be constant for all wavelengths studied. Therefore,

����Ln

1� ����Ln

� 1

S� Dn=Ln

I��� � const; (5.1)

which can be re-written in the form:

I��� � const � ��ÿ1��� � Ln�: (5.2)

Eq. (5.2) implies that if I��� is plotted as a function of 1=����, the x-axis intercept is equal to ÿLn, so
that the latter is easily extracted. Goodman's method is usually referred to as the `constant SPV'
approach, or as `method A' (in the ASTM protocol). An experimental example of this approach is
shown in Fig. 63 [425], which shows the extraction of the minority carrier diffusion length in InP
samples. The extracted diffusion length is seen to be independent of the pre-selected SPV value and of
the surface conditions, as appropriate.
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A modi®cation of Goodman's approach, usually referred to as the `linear SPV' approach or as
`Method B', relies on measuring the SPV in the linear regime. Using this linearity in Eq. (2.61) yields:

I���
SPV��� � const � 1� �Ln

�Ln

� const � ��ÿ1��� � Ln�: (5.3)

Eq. (5.3) suggests that in the linear SPV regime, Ln may be extracted using a linear plot very similar to
that shown in Fig. 63, except that the y-axis is I���=SPV���, rather than I��� which maintains a
constant SPV. This method is usually attributed to Quilliet and Gosar [426]. However, while these
authors did suggest using the SPV in the linear regime, they did not suggest using an extrapolation
scheme based on Eq. (5.3). Rather, they extracted Ln from the slope of a SPV=� versus � curve.

Using SPV to extract the minority carrier diffusion length has two distinct advantages over other
techniques: First, the method presented here is a steady-state method. As a result, it is immune to time
constants which combine bulk and surface processes ± a major limitation of methods such as
photoconductive decay (PCD) [427]. Surface recombination processes affect the SPV method only via
S, the surface recombination velocity. As can be judged by either Eq. (5.1) or Fig. 63, changes in S can
change the SPV magnitude as well as the slope of the linear curve used to extract Ln, but not the
intercept (and hence extracted Ln) value. The second advantage of the SPV technique is that it may be
used in a contactless manner and that it is cheaper and more simple in both operation and interpretation
than other contactless methods, e.g., microwave PCD (�PCD) [428,429]. The SPV technique is also
easy to use due to the availability of an ASTM protocol. In addition, it is readily amenable to operation
in a scanning mode, as ®rst demonstrated by Lile [427] and followed by many others in various
applications [431±438].

Despite its numerous advantages, the acceptance of the SPV technique as a main-stream diffusion
length measurement tool did not happen at once. While used successfully by other groups shortly after
its initial introduction [439,440], the technique has largely lay dormant. In fact, in the 15 years after the
pioneering work performed in the early 1960s [5,426], only a handful of additional articles which used

Fig. 63. Photon ¯ux vs. the inverse absorption coef®cient, �ÿ1, of (100) InP samples, for several SPV values. circles ± sample

with a relatively low SRV, crosses ± sample with a relatively high SRV (after Li [425]).
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the technique and/or developed it further have been published [425,427,441±443]. The ®rst community,
which seriously embraced the SPV approach, starting in the mid-1970s, was the solar cell community
[433,434,443±451]. This is because the minority carrier diffusion length is one of the most important
parameters which control the conversion ef®ciency of solar cell devices [452]. Following the success of
these early SPV measurements in the evaluation of solar energy materials, the technique has become a
standard tool of solar-cell research. Some relatively recent applications may be found in [435,436,453±
463]. Speci®cally, throughout the 1980s and early 1990s, much attention has been devoted to a-Si:H.
These studies were pioneered by Dresner, Goldstein, and Szostak [464], and were followed by many
other research groups [304,465±485]. Measurements of a-Si:H are presented in Section 5.1.3 as part of
the discussion of the limitations of the SPV approach.

The second area where SPV-based diffusion length measurements have become very popular,
especially in recent years, is the monitoring of Si wafers for the semiconductor industry. Here, the
minority carrier diffusion length is used as a sensitive tool for observing contamination and/or defects
which serve as charge recombination centers. As in the case of solar cells, the technique did not become
wide-spread for many years. Despite early successful applications of the approach to single-crystal Si
[426,427,439] and the emergence of the ®rst ASTM protocol in 1978, no sustained effort of using SPV
for Si wafers has been undertaken. In 1983, it was up to Goodman himself to show that SPV-monitoring
can successfully detect various contamination sources, such as loading stations in ion implanters,
boron-doping sources, and inadequate wafer cleaning and handling [486]. Goodman et al. have
speci®cally lamented the under-utilization of SPV tools in the Si industry in general and in
contamination monitoring in particular [486]. Nevertheless, use of such tools remained sporadic at best
throughout most of the 1980s (see [486,487], and references therein).

The situation changed dramatically towards the end of the 1980s. Within a few years, the importance
of SPV tools had risen dramatically, mostly due to a fortunate coincidence of two major developments,
designed to answer the increasing needs of the Si industry.

In the ®rst development, Lagowski et al. have designed and commercialized [232] a computerized,
scanning, contactless SPV machine (already shown in Fig. 29) [12]. By speci®cally targeting the Si
industry, both in terms of developing tools suitable for an industrial environment and in terms of
aggressively exposing the new tools to the relevant community, these scientists have contributed to the
promotion of SPV methods considerably. Today, their SPV equipment, as well as that of others [233] is
extensively used for both industrial monitoring and research applications.

The second development is related to the increasing importance of metal impurities. Speci®cally, Fe
is known to be a problematic metallic impurity since it is a main constituent of many important
materials and a common impurity in chemicals [488]. Moreover, due to its high solubility and fast
diffusivity at elevated temperatures, Fe is easily introduced in the IC fabrication environment [489]. Fe
contamination has been found to increase leakage currents [487,490] and decrease the breakdown
voltage [12,491,492] and the radiation hardness [490] in MOS-based integrated circuits. It has also
been found to degrade bipolar transistor performance [12,493] and decrease the breakdown voltage of
power devices [494]. The more advanced the Si manufacturing technology is, the more severe
contamination effects become. Ultra-large-scale integrated Si circuits are particularly vulnerable to
detrimental effects of contamination on their performance, due to smaller device geometries, shallower
junctions, decreased gate oxide thickness, and larger chip areas [12,488,491].

An elegant solution for the increasing need of an accurate, non-destructive, monitoring of the Fe
concentration in B-doped Si wafers, based on SPV diffusion length measurements, has been forwarded
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by Zoth and Bergholz [488]. Their approach is based on the fact that Fe may appear in B-doped Si
either as a (positively charged) interstitial defect, Fei, or as a FeB pair, according to the point defect
reaction:

Fe�i � Bÿ $ FeB: (5.4)

At room temperature equilibrium with [B]> 1014 cmÿ3, All Fe is bound in FeB pairs, whereas at
temperatures above 200 �C with [B]< 1016 cmÿ3, most of the Fe is at interstitial sites. Since Fei

introduces a deeper level than FeB into the Si bandgap, it is a more effective recombination center.
Hence, the diffusion length in the sample is supposed to decrease upon annealing to above 200 �C,
which is followed by rapid thermal quenching to room temperature. This process converts most FeB
pairs into Fei defects. Let us assume that Fe is the only contaminant to undergo a point-defect reaction
due to the annealing. Then since 1=� � �i�1=�i� (where �i is the electron lifetime due to speci®c
contaminants) and since L � ������

D�
p

, we obtain the relation:

�Fe� � const � �1=L2
1 ÿ 1=L2

0�; (5.5)

where L0 and L1 are the electron diffusion lengths before and after the thermal treatment, respectively.
Zoth and Bergholz have calibrated the multiplicative constant using DLTS, allowing a complete
quanti®cation of the Fe concentration.

A recent example of the combination of wafer-size SPV scanning and Fe-detection capabilities,
clearly showing the strength of combining the achievements of Lagowski et al. with the method of Zoth
and Bergholz, is shown in Fig. 64 [495]. First, diffusion length maps before and after the FeB pair-
dissociation step are taken ((a) and (b)). Eq. (5.5) is than used to form a Fe contamination map (c).
Finally, the contribution of Fe-related recombination centers is subtracted out using the known capture
coef®cients of these centers, resulting in a map of other recombination centers (d). (The exact
calibration of this extraneous contamination requires assumptions regarding its effective capture
coef®cient, but the corresponding map contains useful information even if it is taken in arbitrary units).
Fig. 64 is just one example of many studies devoted to investigating and eliminating Fe contamination
sources using SPV mapping (see, e.g., [12,428,487,496±499]). All correlation mentioned above between
Fe-contamination and faulty device properties has also been obtained using SPV investigations. In
addition, surface contamination of Fe has been investigated using SPV (albeit in a destructive manner)
by performing a rapid thermal annealing Fe drive-in step prior to SPV measurements [12,428,488,498±
500]. Fe and Fe-silicide precipitation in Si wafers has also been examined recently [501,502].

The thermal-annealing-based SPV method for Fe concentration is usually sensitive down to
�1010ÿ1011 cmÿ3 [12,488,503] because below this limit other annealing-induced defect reactions can
also change Ln by a similar amount. Such `parasitic' reactions typically include the dissociation of other
metal±B pairs (most notably Cr±B pairs) and oxygen-related effects in wafers with a large oxygen
concentration [495,499]. One approach to improving this sensitivity further relies on monitoring the
time response of the pairing process (left to right direction in Reaction 5.4) after the annealing in order
to check for consistency with the known kinetics of the Fe-related response [488,503]. However, this
process is time-consuming and is not desirable in an industrial environment. Lagowski et al. [504] have
discovered that Fe±B pairs may be dissociated with intense super-bandgap illumination with the same
ef®ciency as with thermal annealing. (For example, Fig. 64 has been obtained using photo-
dissociation). The chief advantage of using photo-dissociation is that it selectively excites the Fe±B
pairs. This has been shown to increase the sensitivity of the method down to a Fe concentration of
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�7 � 107 cmÿ3, which is close to one part per quadrillion (!). Moreover, if the Fe-mapping photo-
dissociation step is followed by a thermal dissociation step, the Cr concentration can be quantitatively
mapped in a similar manner (assuming Cr±B pairs dominate the change in Ln due to the thermal step)
[505]. Fe and Cr mapping has also been successfully applied to poly-Si ®lms [435,457,459].

In light of the clear advantages of SPV-based Fe-monitoring tools, it is no wonder that recent
literature suggests that such tools are actively used or evaluated for in-line monitoring at many leading
Si-technology centers, including, e.g., Hewlett-Packard [506], Hitachi [493], IMEC [429] SGS-
Thomson [498], Advanced Micro Devices [507±511], Nortel [499], Philips Semiconductors [500], and
more. SPV-based diffusion length monitoring and mapping in Si wafers has been used not only to
assess Fe and Cr contamination, but also to assess the impact of a host of other technological steps, e.g.,
rapid thermal processing [512,513] and other annealing steps [514,515], gettering procedures
[513,515,516], and plasma processes [496,506]. Structural defects have also been studied [517].
Recently, SPV measurements have been used to quantify the precipitation of interstitial Cu in Si wafers
[518].

While the vast majority of SPV-based diffusion length measurements were conducted on Si, we
emphasize that the method is general and has been shown to yield useful information about most
important semiconductor materials. These include GaAs [5,118,431,432,440,449], AlGaAs [454],
InGaAs [437], InP [425,433,451,455,519,520], CdS [521], CdSe [455,521±523], ZnSe [524], CdMnTe
[525], and even WSe2 [526], Cu(In,Ga)Se2 [463], and CdP2 [485].

Fig. 64. Mapping and identi®cation of recombination centers in a Si wafer: (a) Diffusion length before FeB pair dissociation.

(b) Diffusion length after FeB pair dissociation. (c) Fe contamination. (d) Other recombination centers (after Lagowski et al.

[530]).
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5.1.2. Practical considerations

Contactless diffusion length measurements are almost invariably performed using the MIS approach
and not the Kelvin probe approach, for two reasons. On the one hand, since we are interested in extracting a
bulk quantity, a possible in¯uence of the measurement on surface band bending and/or surface state
®lling is of no consequence. Thus, one of the main advantages of the Kelvin probe is lost. On the other
hand, MIS measurements are considerably faster and may be performed with better SNRs. This is
particularly important for linear SPV measurements which are usually taken at very low signal levels.

The SPV measurement relies on having a sizable surface band bending. If the latter is too small, the
signal will be very small and ultimately `drown' in the noise. Use of etching reagents to produce a
surface depletion layer and hence increase the signal is commonplace [434,527] and also recommended
by the ASTM protocol [424]. Prolonged exposure to intense light for Fe±B photo-dissociation purposes
is known to reduce the SPV [498,504] and may require subsequent exposure to water vapor or another
etching reagent. In Section 3.2 we have pointed out that the surface band bending can also be controlled
with an external dc bias in the MIS approach. To the best of our knowledge, use of this feature in
diffusion length measurements has not been attempted.

Slow changes (taking, e.g., several minutes) in surface state properties may change the surface band
bending between different measurement points taken to construct curves as in Fig. 63. This may result
in serious errors because, as shown in Section 2.2.2, the relation between the SPV and the illumination
intensity is highly dependent on V0

s [434,448,528]. In many cases, a higher chopping rate reduces such
phenomena to a tolerable level because it makes more surface states `slow' with respect to the chopping
frequency [12]. However, the situation is usually very severe immediately after etching, where V0

s is not
yet established, so that the sample must be allowed to relax prior to L measurements [434]. In addition,
long surface-state-related transients following illumination may cause similar effects. For example, in
the ®rst a-Si:H diffusion length SPV studies, slow surface trapping effects precluded chopped light
measurements and a Kelvin probe was used [464,471,473].

For applications where contactless, non-destructive testing is not very signi®cant, diffusion length
measurements can also be performed using a contact. This contact can be removable (electrolyte) or
®xed (Schottky) as well, as ®rst shown by Lile [427]. In many cases, such contacts have been found to
alleviate the surface state relaxation phenomena mentioned above (see, e.g., [465,528]). They have also
been used to circumvent problems associated with surface topographies which precluded the attainment
of a stable capacitive surface [456,458].

Contact SPV measurements have found much use in solar cell characterization. This is because such
measurements potentially enable the extraction of L in the absorber material inside a complete cell
structure. Diffusion length values were successfully extracted from open circuit voltage measurements
on solar cell junctions [433,443,444,446,449,451,455]. As long as the top region in a homojunction, or
the window layer in a heterojunction, are considerably more heavily doped than the absorber (which is
usually the case), the depletion region is contained almost entirely within the absorber layer, just like in
the case of a free surface or a Schottky contact. Thus, diffusion length measurements may be performed
using the same setup normally used for spectral response measurements in many solar cell
con®gurations. The diffusion length can even be extracted from short-circuit current measurements in a
similar manner [444], with an improved linear dependence of the signal on the illumination intensity.

We now address the relative advantages and disadvantages of the constant and linear SPV
approaches. The chief advantage of the linear SPV approach is the speed with which the data points on
the Goodman plot can be acquired. This is because the feedback scheme required to maintain a constant
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SPV value, which slows the measurement down considerably, is absent in the linear SPV technique.
The linear SPV approach has therefore become the method of choice in Si-wafer monitoring
applications [12,529]. A speed advantage is always very important in an industrial environment as it
increases the throughput of the measurement. It is of particular importance when SPV measurements
are used for Fe concentration monitoring. This is because after Fe±B photo-dissociation the
measurement must be completed within a few minutes, or a non-negligible Fe±B re-pairing will affect
the measurement.

Due to its shorter measurement time, the linear SPV method can be employed with a higher chopping
rate. Originally, very low chopping rates (tens of Hz) were employed. Lagowski et al. [12] suggested
increasing the frequency to several hundred of Hz for reducing surface-state-related errors, as explained
above. In this con®guration, the measurements are limited primarily by the low level of the signal
[495]. At a typical signal level of 1 mV, the measurement time required to maintain a reasonable SNR
allowed a Fe concentration map of only 177 points, even when using the absolute minimum of two SPV
points per extrapolation of a single L `pixel'. More recently, Lagowski et al. implemented a new
approach, where a signal level of about 10 mV is used. At this level, the SPV signal is no longer
proportional to the photon ¯ux, with the dependence being slightly sub-linear. By pre-calibrating this
dependence, Lagowski et al. managed to decrease the measurement time signi®cantly, so that Fe maps
now contain over 6000 points. This is very important as experience has shown that Fe-contamination
patterns are sometimes highly localized and can be `missed' by low-resolution maps [495]. This newer,
high resolution, mapping was used to generate the data shown in Fig. 64.

Working with very short-time-constant measurements requires increasing the chopping rate even
further. At very high chopping rates, however, the measured L will no longer be the steady-state
diffusion length, but rather will be decreased according to Eq. (2.68). Lagowski et al. [530] have shown
that this error may be corrected, based on Eq. (2.68). Moreover, they have shown that the frequency-
dependence of L can be used bene®cially. At frequencies such that !� � 1:

jL�!�j !!��1 L�! � 0�������
!�
p �

������
D�
p������
!�
p �

���������
D=!

p
: (5.6)

Therefore, at high frequencies L may be used as an alternative tool for measuring D, and hence � (see
Eq. (2.6)). Furthermore, since the value of D is much less sensitive than L to contamination, high-
frequency measurements of relatively high-purity thick samples can be used for calibration of
L-measuring equipment.

The linear SPV method also has a signi®cant disadvantage, which makes it the less-preferred
technique when speed is not a important issue. Aside from the obvious need of insuring linearity (or
calibrating non-linearities), some other dif®culties remain. First, an implicit condition for the validity of
Eq. (2.61) is that the SRV is the same for all wavelengths used in constructing the Goodman plot. In the
constant SPV method, where the excitation level is ®xed, this is a highly reasonable assumption.
However, in the linear SPV method changes in the barrier height for different wavelengths may lead to
differing SRVs and hence an error in the measurements [73,441,531]. The maximal SPV signal used is
therefore not limited solely by the linearity range of the SPV signal at each measurement wavelength.
Using numerical simulations, Choo et al. [77] have shown that the linear SPV method can yield very
signi®cant errors in L even if the linearity of the SPV signal is maintained and the obtained Goodman
plot is highly linear as well. Therefore, they concluded that the linear SPV approach is not to be used at
all. In light of the success of Lagowski et al., this conclusion seems exaggerated.
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A key to the large difference between theory and experiment in this case may be found in the work of
Howland and Fonash [532]. These authors have compared between the two SPV methods for the case
of a Schottky contact. They concluded that if very low signal levels are used, the two methods are in
complete agreement. However, the linear SPV method begins to have problems at an SPV which is as
low as 0.61% of kT=e (!). We therefore conclude that while the linear SPV method can indeed be used,
its validity should be examined very closely, preferably by a comparison to the results of the constant
SPV method. For the case of a Schottky contact, Howland and Fonash recommended using a new
technique, which they dubbed `Method C': We have already noted that the linearity of the short-circuit
current dependence on the illumination intensity is much better than that of the open-circuit voltage. It
is therefore advisable to use �exp�eSPV=kT� ÿ 1�, which is a measure of the short-circuit current, rather
than the SPV itself, in the Goodman plot. An extension of this idea to MIS-based measurements has not
been attempted yet.

Successful L measurements rely not only on reliable SPV measurements, but also on reliable absorption
data. Theoretically, one would wish to complement SPV measurements with absorption measurements
on the same sample. However, this is frequently not possible, and in many cases not desirable either
(e.g., for industrial monitoring). This is particularly true for Si, where the spectral dependence of the
absorption coef®cient is supposedly very well known. Nevertheless, many scientists have observed that
signi®cantly different values of L are obtained when using different absorption data given in the
literature [448,527,533]. In addition, it is very important to properly account for other effects which are
not taken into account in literature absorption data, but may be present in samples under study. These
include free carrier absorption in heavily-doped samples [527] or photon recycling effects [519].

A speci®c problem in Si is the difference in absorption between stressed and stress-relieved layers,
causing a relatively large scatter of absorption spectrum data. Nartowitz and Goodman [534] have
compared between diffusion lengths gathered using different absorption data, including that
recommended by the ASTM protocol. They discovered that an uncertainty of many tens of percent
may ensue, especially for short diffusion lengths. Accordingly, they constructed a set of `compromise'
absorption data which, when used over a narrower wavelength region where different absorption data
are in better agreement, reduces the uncertainty in L. However, the reduced wavelength range used
increases the weight of errors in the illumination intensity.

Hwang and Schroder [456] have compared the Goodman plots obtained for Czochralski-grown
mono-crystalline Si and cast poly-crystalline Si, shown in Fig. 65. While the mono-crystalline Si
exhibits a conventional linear dependence of the photon ¯ux on the absorption length, as in, e.g.,
Fig. 63, the poly-Si sample exhibits two linear regions with distinctly different slopes. From SPV
information alone, it is impossible to determine which of the two, if any, should be extrapolated to
obtain the true L. Using additional spectral response and short-circuit measurements, Hwang and
Schroder have concluded that extrapolation of the short 1=� region represents the true L, whereas the
extrapolation of the long 1=� region gives unrealistically high values of L. They have thus concluded
that stress in the poly-Si affects the absorption coef®cient mostly at longer wavelengths (corresponding
to long 1=�), which are closer to the bandgap energy. By extrapolating the short 1=� of the Goodman
plot, they have been able to extract the correct dependence of � on wavelength at longer wavelengths.

Interestingly, Chiang et al. [520] used a similar concept for extrapolating the `absorption tail' of
InP : Mn samples at long wavelengths some ten years earlier. They based their extrapolation on the
known absorption coef®cient of InP at short wavelengths, assuming that the Mn-doping does not affect
� signi®cantly for suf®ciently high photon energies.
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5.1.3. Limitations and solutions

This sub-section is devoted to examining the validity of the assumptions on which Eq. (2.61) is based
and the possiblity of extracting L even when these assumptions are not valid. We start with several
implicit approximations which are sometimes ignored or underestimated. First, the validity of Eq. (2.61)
is entirely dependent on the validity of the boundary condition (2.60). The latter is merely an
approximation, which assumes that all SCR generation/recombination processes may be effectively
lumped in a single SRV-like parameter. This assumption has been examined by increasingly elaborate
numerical simulations as well as analytical developments [77,78,80,89,441,532,535,536]. It was
usually found to be satisfactory (i.e., introducing an error of several percent at most) for free surfaces as
well as Schottky contacts, including cases with minority carrier trapping. The one clear exception is
cases where the SPV is a signi®cant portion of V0

s [535] or that V0
s is very small to begin with [89]. In

these cases, SCR-related current components may be of the same order of magnitude as the minority
carrier diffusion current, resulting in very signi®cant errors in the determination of L.

Another sometimes overlooked assumption in Eq. (2.61) is the one-dimensional nature of the
problem. Naturally, this assumption has to be examined with particular caution in scanning
applications. Sopori et al. [537] noted relatively early on that the spot size must be large enough to
avoid lateral diffusion effects. They predicted that lateral diffusion would be negligible and the true
value of L obtained only if the spot size is at least 30 times as wide as L. In view of the results of, e.g.,
Lile [427] and Lagowski et al. [12,529], this quantitative criterion seems to be much too harsh.
Nevertheless, the qualitative conclusion is correct. Indeed, other scientists have also observed errors in
measuring L with a too small spot size [517,525]. A calibration scheme for correcting these effects,
based on comparing measurements with `local' and `global' illumination has been suggested by
Mariani et al. [517]. More recently, Faifer et al. [538] have examined the relation between the spot and
electrode size in scanning systems and concluded that the latter should be bigger than the former by at
least one diffusion length on either side in order to reduce errors due to lateral diffusion effects. This
point was further investigated by Lagowski et al. [530]. They concluded that when the electrode and
spot size are essentially the same, as in Fig. 29, the measurement error increases signi®cantly with
increasing L. They have therefore redesigned the pick-up electrode so as to increase the spot size with
respect to the electrode size.

Fig. 65. Goodman plots of Czochralski-grown mono-crystalline Si and of cast poly-crystalline Si. Solid lines are linear-

regressions ®ts to different parts of the data (after Hwang and Schroder [456]).
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Another possible pitfall is that, as noted in Section 2.2.2, I in Eq. (2.61) is not the incident photon
¯ux, but is rather the latter multiplied by the surface optical transmission and the sample quantum
ef®ciency. While most authors have found re¯ectivity variations to have a negligible effect on the
results in the narrow wavelength range usually probed, some have noted an in¯uence of re¯ectivity on
the results [446,469], especially for low values of L [527].

Eq. (2.61) also assumes a homogenous sample. Phillips [442] was the ®rst to theoretically investigate
the possible effects of an epitaxial layer with a different diffusion length on the apparent (extracted)
diffusion length, Lapp. He has shown that the Goodman plot remains linear for any epitaxial layer
thickness. However, Lapp re¯ects the true substrate diffusion length only if the epitaxial layer is thinner
than half this diffusion length. Similarly, Lapp re¯ects the diffusion length of the epitaxial layer if the
latter is thicker than four times its diffusion length. For intermediate cases, Lapp is an effective value
which is not trivially related to any diffusion length.

The predictions of Phillips have been con®rmed experimentally by Gouskov et al. [451]. These
authors have extracted widely differing L values from electron beam induced current (EBIC)
measurements, quantum ef®ciency curves, and SPV measurements (the latter in both contactless and
short-circuit current modes) at ITO/InP heterojunctions. These differences were attributed to a defective
surface layer of �3 mm in the ITO/InP junction which has a much smaller diffusion length than the InP
bulk. Damaged surface layers have also been observed to result in various non-linearities of the
Goodman plot by Goodman et al. [486,534,539]. Speci®cally, Goodman has shown that a reduced
quantum ef®ciency in a defective surface layer may distort the Goodman plot at short 1=� values [539].

More recently, Lowell et al. used wavelengths with low penetration depths for extracting the Fe
content in Si epitaxial layers using the SPV approach [540]. They showed that better correlation to
DLTS and SIMS results is obtained with decreasing 1=� values. This is because more selective probing
of the epitaxial layer is achieved. It should be noted that in their measurements the extracted L is still
larger than the epitaxial layer thickness. Therefore, some contribution from the substrate cannot be
avoided. Nevertheless, the weight of the epitaxial layer contribution is certainly enhanced, which
explains the improved correlation with other techniques.

If the recombination centers which limit the diffusion length are inhomogeneously spread in the
vertical direction, the resulting L would obviously be some average of the local L values. Some
information about the vertical distribution of L may be obtained in a destructive manner by repeated
etch and measurement sequences [458,512]. Speci®cally, when used for Fe-monitoring purposes, it
should be remembered that the Fe contamination may vary as a function of sample depth, with the Fe
most detrimental to device performance found in the vicinity of the surface. This explains why the Fe
contents measured by SPV and by techniques which only probe the SCR (e.g., those based on
capacitance transients) may differ [541,542]. The latter techniques are more directly relevant to device
performance. Nevertheless, SPV has been found to yield very good predictions to device performance,
as discussed above.

While diffusion length measurements in non-homogenous samples should be treated with the utmost
caution, they are not necessarily erroneous. Contactless measurement of Si wafers has been shown to be
possible even when the wafer has an n� overlayer, is oxidized [12,491], or is even patterned with
circuits [12]. According to Phillips's theory, this is because the thickness of the overlayer(s) is
negligible with respect to the bulk diffusion length. It should be noted, however, that when measuring
oxidized samples, special care should be taken to correct re¯ectivity changes due to interference, and
also a possible loss of signal due to oxide-passivation of the SCR [529]. Commercial SPV equipment
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has recently been installed with corona-induced oxide charging capabilities to overcome the latter
obstacle.

Oxygen impurities are sometimes deliberately introduced into Si wafers, away from its surface, in order
to serve as internal gettering sources. This process yields a near-surface region, known as the denuded
zone, which is relatively free of metallic impurities even if the wafer quality is not very high. Chappell
et al. [543] suggested that such wafers may be modelled as a bulk region with low L and an epitaxial
layer with high L (i.e., opposite to the ITO/InP case studied by Gouskov et al. [451]). Using numerical
simulations, they concluded that if the denuded zone width is between the L values of the denuded zone
and the substrate, Lapp is proportional to the denuded zone width and may serve as an indicator of it.
Although their analysis has later been shown to be too simplistic [531], it has been successfully used in
practice for at least qualitative determination of trends in denuded zone widths [487,544].

Except for the general underlying assumptions described above, Eq. (2.61) also relies on ®ve
quantitative limitations [5,531,545]. They are:

1=�� w; (5.7a)

L� w; (5.7b)

1=�� l; (5.7c)

L� l; (5.7d)

�n�w� � p or �p�w� � n; (5.7e)

where l is the sample thickness. All ®ve mathematical conditions have an immediate physical meaning.
The ®rst two conditions state that the absorption depth, 1=�, and the diffusion length, L, must be much
larger than the SCR width, w. This facilitates the neglect of SCR-related processes, mentioned above.
The two following conditions state that both the absorption depth and diffusion length must be much
smaller than the sample thickness. This means that neither photons nor excess carriers may reach the
back sample surface, so that back-contact effects can be neglected. Finally, the ®fth condition implies
weak injection conditions. Unfortunately, in many cases the Goodman plots remain linear even if one or
more of the ®ve conditions is grossly violated [531]. However, in such cases Lapp may deviate from the
true L very signi®cantly. This may be very misleading because the experimentalist cannot tell by
inspection whether any of assumptions (5.7) have been violated or not. Therefore, a rigorous
examination of the validity of the ®ve conditions must be performed. Much theoretical and
experimental work has been devoted to extracting L even if some of the conditions (5.7) are not
satis®ed. The rest of this section is devoted to a detailed examination of such approaches.

In some cases, Goodman plots manifest a clear deviation from linearity in the short 1=� part of the
curve. Usually, the curves exhibit a minimum and a `curve up' part [464±466,523], as shown in Fig. 66
[466]. This behavior is typical of a violation of condition (5.7a), 1=�� w. It is due to the ¯ow of
excess carriers, formed in the SCR, towards the surface, in order to supply the surface recombination
current [466]. This decreases the SPV and therefore a larger photon ¯ux is necessary to maintain the
same excess carrier density. The same effect is also responsible for the near-bandgap peak in SPS data
(Fig. 41(a)), discussed in Section 4.1. If 1=�� w is valid at longer 1=�, than L can still be successfully
extracted, as long as the short 1=� region is not used in the extrapolation. Since this is almost always
the case, little effort has been devoted to extracting L if 1=�� w is violated throughout the Goodman
plot.
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The limitations from condition (5.7b), L� w, were mostly investigated in the context of a-Si:H. The
reason is that for other materials, L is at least a fraction of a micron, so that L� w is satis®ed even at
fairly low doping levels. a-Si:H ®lms, however, usually combine a large w, due to a low effective carrier
density, with a small L, due to the great density of trapping centers. Numerical simulations of Goodman
plots [469] showed that as w is increased with respect to L, Lapp is increased such that Lapp � L� w.
This indicates that if L� w is violated, Lapp should be treated as a ®eld-enhanced collection length

[471], which is roughly equal to the sum of the diffusion (L) and ®eld (w) collection lengths. This
interpretation was later con®rmed experimentally by combining SPV and C-V measurements [476].

Early steps towards extraction of the true L from Lapp, where condition (5.7b) is violated, involved
the use of intense bias illumination. The purpose of the latter was to shrink w to the range where L� w
is valid [465,469,471]. Except in the very ®rst SPV-based L measurement of a-Si:H [464], Lapp was
indeed found to decrease with increasing photo-bias, as shown in Fig. 66, typically saturating at �1 sun
illumination. The saturation value was interpreted as the true L. Similar results were obtained by Storr
and Haneman, who measured CdSe thin ®lms [522]. They showed that Lapp strongly depended on bias
illumination. Moreover, Lapp found using two different electrolytic contacts was approximately the
same only for intense bias illumination. This was because the very different redox potentials of the two
electrolytes dictated very different SCR widths and the latter did not contribute to Lapp only for intense
bias illumination.

Based on a more detailed charge balance theory, Moore [466] proposed a more general Goodman-
like equation which did not make any assumptions about the SCR width. Using his generalized
equation, Moore showed that if 1=�� w was valid, Lapp was given by:

Lapp � L�1� �w=L�2=2�1� w=L��: (5.8)

Eq. (5.8) made it possible to construct the dependence of w on the photo-bias intensity. By studying this
dependence, Moore noticed that the reduction of w with increasing I was very signi®cant and could not
be explained by the usual SPV theory. He assigned the difference to an increase of the space charge
density, �, with increasing I, due to carrier trapping. This dependence could therefore be quantitatively
studied.

Fig. 66. Goodman plots of a-Si:H with (circles) and without (pluses) 1 sun bias illumination. Solid lines are theoretical ®ts

(after Moore [466]).
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Complicating the situation further, Hack et al. [470] showed that L should also be intensity-
dependent because the same excess charge trapping that modi®es � may also change the recombination
statistics. Shortly thereafter, Moore has incorporated this effect into his analysis [467]. By combining
contact-SPV measurements in both electrical and optical bias modes he showed that the detailed
dependence of L on I can be extracted. The only remaining problem with this algorithm was the
assumption that at 1 sun the SCR was suf®ciently collapsed, so that L could be identi®ed with the
saturation value of Lapp. As the quality of a-Si:H ®lms gradually improved, excess-carrier trapping
became less severe and consequently the reduction of w with increasing I became less signi®cant. This,
in turn, made the assumption that w is suf®ciently reduced more and more dubious. Moore and Lin there-
fore developed a more sophisticated data extraction algorithm, which relied on taking Goodman plots at
three different photo-bias points [468]. Moore's developments popularized the use of SPV for a-Si:H in
the 1980s since they provided much needed information not easily extracted by other techniques.
Speci®cally, it was found to be a very good predictor of solar cell performance [476]. Moreover, SPV
measurements made it possible to ascertain whether the well-known illumination-induced performance
degradation was primarily due to a decrease in L or in w. The different conclusions reached by different
groups suggest that the answer is not universal but rather depends on sample preparation [477].

Violation of condition (5.7c), 1=�� l, has several repercussions. First, photon absorption may be
incomplete due to the ®nite sample thickness [546]. In addition, re¯ection from the back (and possibly
multiple re¯ections as well) must be taken into account [483]. Thus, the generation term in Eq. (2.59) is
no longer well-described by the simple relation (2.58) and must be replaced with a more general
expression. This makes �n�w� dependent on 1=�. Moreover, re¯ections result in (usually highly) non-
linear Goodman plots. Van den Heuvel et al. [483] have shown that under such conditions, L may still
be extracted, but the simple, intercept-based, extraction must be replaced with a more sophisticated
mathematical analysis.

Another reprecussion of violating condition (5.7c) is a possible SPV contribution from the SCR at
the back side of the sample (brought about by a non-Ohmic back contact) [468,479,480,525].
According to the discussion in Section 2.2.5 and to Fig. 18, if the two SCRs are separated by a quasi-
neutral region, the measured SPV is a superposition of front- and back-surface SPVs (where the sign of
front and back SPVs is inverted because the band bending in the two SCRs is in opposite directions).
Goodman plots are then highly non-linear and L cannot be extracted.

While no algorithms for the extraction of L in the presence of SPV due to absorption in both SCRs
have evolved, several approaches for the suppression of the back SCR contribution were suggested.
Studying a-Si:H ®lms, Schwartz et al. [479] suggested a differential SPV method, according to which
the band bending at both front and back SCRs is reduced via relatively intense near-bandgap light
(which is necessary anyway to obtain L� w). A less intense higher-photon-energy beam (which has a
shorter absorption length and does not reach the back contact) is added to the near-bandgap beam. The
Goodman analysis is then performed on the difference signal, which only contains information of the
front SCR. Naturally, the 1=� values used must still be long enough so that condition (5.7a), 1=�� w,
is not violated [480]. This approach, although elegant, is complicated and cannot be performed in the
absence of signi®cant photo-bias [468]. A more simple approach is to shine short 1=� illumination
directly via the back contact (assuming the latter is at least semi-transparent) so that the back band
bending (and hence SPV) is greatly diminished [468,480]. The back SPV contribution can be
eliminated destructively in the case of a free back surface by applying procedures which greatly
increase the SRV, e.g., sand-blasting [533].
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Violation of condition (5.7d), L� l, implies that carriers which are photo-excited in the vicinity of
the front surface may reach the back one. It is therefore clear that even if there is no direct excitation of
the back part of the sample (i.e., condition (5.7c), 1=�� l, is maintained), the sample cannot be treated
as semi-in®nite and the effects of the back surface must be taken into account. While Goodman plots
made when condition (5.7c) is not valid frequently remain highly linear, it is clear that use of the simple
equations (2.61) or (5.3) should yield an erroneous value of L. Indeed, comparisons between SPV and
PCD [445,547], mPCD [429,430], or electrolytic metal tracing (ELYMAT) [430,548] measurements on
Si indicated a very good agreement for large sample thicknesses and a poor one for sample thicknesses
approaching the diffusion length. In recent years, this has become a more and more pressing problem,
especially in industrially-oriented monitoring of Si wafers, due to the improvement in Si wafer quality.
In the 1960s, diffusion lengths in Si wafers were of the order of tens of microns and the condition L� l

was easily satis®ed. In the 1990s, high-purity Si wafers typically feature diffusion lengths of at least
many hundreds of microns and in some cases over a mm [529,549]. These values are of the order of, or
exceed, typical wafer thicknesses. Thus, ironically, where the SPV method for Fe detection is supposed
to be at its best because the diffusion lengths are very long, determining the Fe concentration using the
simple analyses described above becomes erroneous [498].

The effect of the back contact on the measured SPV, where the former is not directly illuminated,
depends on whether the back contact and the back surface are one and the same. If this is indeed the
case (as in, e.g., the non-scanning SPV of ®lms deposited on a metallic substrate), some of the photo-
excited carriers generated outside the back SCR will reach it nevertheless because the diffusion length
is of the order of the sample thickness [550]. Thus, both SCRs would contribute to the measured SPV.
Just as in the case of violating condition (5.7c), this means that L cannot be extracted, unless Sb is very
high and the back-SCR-related SPV is negligible.

In many cases, the back-contact is not the same as the back surface. For example, in scanning
applications the back-contact (which can also be capacitive) may be placed on a small portion of the
sample. If this contact is suf®ciently well-removed from the illumination spot, photo-excited carriers
cannot reach its vicinity even by diffusion. In such cases, the back surface affects the front SPV by
modifying the excess carrier density, but does not contribute directly to the measured SPV. Back-
surface effects are usually expressed quantitatively by replacing the semi-in®nite sample boundary
conditions with a SRV-type condition:

D
d�n�x�

dx

����
x�l

� ÿSb�n�l�; (5.9)

where Sb is the back-surface SRV, and solving the continuity equation (2.59).
Anttila and Hahn [531] examined the relation between Lapp, extracted from a simple Goodman plot,

and the real L, by performing extensive simulations, based on including the back surface boundary
condition (5.9). A typical result is shown in Fig. 67 [531]. As long as L � l, Lapp � L. For larger L=l
ratios, Lapp is highly dependent on Sb. For high (low) values of Sb, L is highly underestimated
(overestimated) by Lapp. Unrealistically large and small apparent diffusion lengths correlated with low
and high Sb, respectively, have indeed been observed by several groups [429,513,547,548]. The
demarcation line between the two phenomena lies at Sb � D=L, for which Lapp � L, regardless of
sample thickness. These results may be readily explained in physical terms: Sb � D=L implies that the
back SRV is equal to the diffusion velocity. In this case, the recombination current at x � l is equal to
the diffusion current which would have existed at x � l had there not been a back contact there.
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Therefore, the excess carrier distribution in the sample remains the same irrespective of sample
thickness and no error in L is introduced. For Sb > D=L (Sb < D=L), the recombination current is larger
than (smaller than) the expected diffusion current and the excess carrier density is smaller than (larger
than) that expected in the absence of a contact. Accordingly, the apparent diffusion length, as `viewed'
from the surface (x � 0), is decreased (increased). If Sb could be precisely controlled, it would be best
to set it to D=L, but this impractical. Instead, Anttila and Hahn suggested measuring Lapp for both very
high and very low Sb since their theory shows that the true L will be given by the geometric mean of the
two Lapp values, regardless of sample thickness. To the best of our knowledge, this has not been
attempted experimentally yet.

Some signi®cant attempts at extracting the true L by considering the detailed dependence of �n�w� on
Sb have been made in recent years [453,533,547]. Of these, the most general and useful approach was
given by Lagowski et al. [549]. By solving the continuity equation (2.59) with the back boundary
condition (5.9), they showed that the SPV can be expressed as:

SPV=I � const � 1

1ÿ 1=�2L2
� 1ÿ B

�L

� �
; (5.10)

where

B � �D=LSb�sinh�l=L� � cosh�l=L�
sinh�l=L� � �D=LSb�cosh�l=L� : (5.11)

It can be readily ascertained that Eq. (5.10) reduces to Eq. (5.3) if L� l, as appropriate.
At relatively large �, condition (5.7), i.e., 1=�� L, is valid. Therefore, the non-linear term in

Eq. (5.10) is negligible. Thus, by plotting SPV=I (rather than �=SPV versus 1=�), a linear curve with an
x-axis intercept of L=B (rather than L), is obtained. If Sb is known (which generally requires auxiliary
measurements), L can be calculated from this intercept value. A particularly useful case, which
frequently arises in practice, is the case where Sb � D=L. Then, Eq. (5.11) reduces to:

B � coth�l=L�; (5.12)

so that L can be calculated regardless of the exact value of Sb.
An experimental example of the latter procedure is shown in Fig. 68 [549]. When using the usual

Goodman plot (Fig. 68(a)), thinning of a high-purity Si wafer from 2 mm to 490 mm reduced Lapp from
743 to 332 mm, clearly due to the violation of condition (5.7d) after thinning. When using the SPV

Fig. 67. Dependence of simulated Lapp=L on L=l in p-type Si as a function of Sbl=D (after Anttila and Hahn [531]).
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versus 1=� plot (Fig. 68(b)), the initial part of the curve, where 1=�� L, was indeed linear. Using the
intercept values of the plot with Eq. (5.12), L values of 749 and 760 mm were obtained before and after
thinning, respectively. These values are in excellent agreement with the L obtained from the Goodman
plot prior to thinning. A further check on the correctness of the result is that after correcting the
measured data for the non-linear term in Eq. (5.10), based on the now-known value of L, an excellent ®t
with the extrapolation of the straight line is obtained.

We note in passing that a calibration chart for obtaining the true L from Lapp based on wafer thickness
and assuming an in®nite Sb is now included in the ASTM standard [424]. In light of the above
discussion, it is clear that the calibration should be different if Sb is ®nite.

The ®fth and ®nal condition (5.7e), states that for measuring the minority carrier diffusion length the
injection level must be low. As explained in Section 2.2.4, if the injection level is not low enough, the
electric ®eld across the quasi-neutral region, i.e., the Dember ®eld, is not necessarily negligible. Then,
the ambipolar transport equation (2.93) must be used instead of the more simple equation (2.59). Thus,
the assignment of an experimentally obtained diffusion length to the minority carrier diffusion length is
equivalent to assuming that the illumination intensity was low enough to ensure a negligible Dember
effect. The qualitative considerations given here have been fully con®rmed by numerical simulations.
Early numerical simulations by Choo and Anderson [441] showed that at low illumination intensities,
SPV measurements can be applied successfully even to samples with minority carrier trapping centers.
This is because the Dember ®eld is usually negligible even in the presence of minority carrier trapping,
unless the latter is very signi®cant. More recent numerical simulations performed by Zhang et al. [536]
showed that at high illumination intensities, the apparent L departs from its real value (in a manner that
is SRV-dependent).

The fact that SPV can (and should) be used under low-injection conditions is a signi®cant advantage
of the technique with respect to other methods which rely on high-level excitation, such as mPCD or
ELYMAT [428,430,551]. In the latter techniques, the obtained lifetime cannot be directly related to the
minority carriers without further information. Similarly, a possible in¯uence of excess charge carriers
on the `true' minority carrier diffusion length must be taken into account when performing SPV

Fig. 68. (a) Normal `linear SPV' Goodman plot of a high purity 2 mm thick Si wafer, before and after thinning to 490 mm. (b)

SPV vs. 1=� plot of the same sample. Open and ®lled symbols correspond to the as-measured values and the values corrected

for the non-linear term in Eq. (5.10), respectively. All curves were measured using a constant photon ¯ux (after Lagowski et al.

[549]).
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measurements with a photo-bias or with an increased illumination intensity. For example, the apparent
L in ribbon Si solar cells has been shown (using SPV [450] as well as other techniques [552]) to
increase with increasing illumination intensity due to trap ®lling.

If the injection level is fairly high, i.e., the Dember effect contribution is very signi®cant, the
ambipolar mobility �a tends to zero (see Eq. (2.94)). This means that the electric ®eld term in the
ambipolar transport equation (2.93) may be neglected. This equation than reduces to the form of
Eq. (2.59), except that the coef®cients D, � , and L are the ambipolar coef®cients, rather than the
minority carrier ones. This may be used bene®cially for extracting the ambipolar diffusion length in
samples where the doping level is very low and the Dember effect is expected to be signi®cant. For
example, Liu et al. [118] showed (both theoretically and experimentally) that in semi-insulating GaAs
samples, the SCR-related SPV is negligible with respect to the Dember-related SPV. Due to the
similarity between Eqs. (2.93) and (2.59), the Dember-related SPV obeys an equation which is just like
Eq. (5.3), except that Ln is replaced by La. Therefore, it is the latter which is extrapolated from an
appropriate plot.

The most controversial aspect of condition (5.7e) has to do with undoped a-Si:H ®lms. These ®lms
typically exhibit very low equilibrium carrier concentrations. Therefore, it has been argued, starting
from the earliest papers dealing with SPV measurements of such ®lms, that the extrapolated L is equal
to La [464±466]. Some doubt has been cast on this `standard' conclusion by McElheny et al. [553].
Using detailed numerical simulations, they showed that in the presence of signi®cant trapping (which is
ubiquitous in a-Si:H), the SPV is due to various drift and diffusion current components which depend
on the excitation level in a non-trivial manner. In some cases, the calculated current components were
not even in the same direction. Moreover, these authors claimed that the obtained L cannot even be used
as a qualitative criterion for cell performance because in some of the simulations samples which
yielded a smaller Lapp were calculated to exhibit a better, rather than worse, solar cell performance.
McElheny et al. suggested that the SPV method can be trusted only if trapping is greatly reduced, e.g.,
in samples with deliberate n-type doping and trap densities below 1013 cmÿ3.

Shortly thereafter, Hegedus et al. [477] pointed out that no physical reason accounting for the
different direction of drift and diffusion currents was provided by McElheny et al. They also pointed
out that the signi®cant empirical success of SPV measurements in predicting the performance of
a-Si:H-based solar cells was dif®cult to reconcile with the pessimistic ®ndings of McElheny et al.
Hegedus et al. therefore called for a comparison between the results of SPV and those of a different
L-measuring technique, which had emerged at that time ± the steady-state photocarrier grating (SSPG)
approach [554]. This is because of the immunity of SSPG to electric ®eld effects. This call was
answered by Balberg et al. [481]. They concluded that SPV measurements do not yield the true La, but
rather a quantity which depends on it in a non-trivial manner. This is probably because even at the
highest photo-bias intensities used by Balberg et al. a complete collapse of the SCR was not obtained.
Nevertheless, these authors concluded that the predictive power of SPV is much better than that
expected from the numerical simulations of McElheny et al. On the other hand, van den Heuvel et al.
[484] maintained that the drift currents found by McElheny et al. are simply a manifestation of the
Dember ®eld and that the SPV method does yield La and can be used safely. In our opinion, the issue
has not been fully settled. Unfortunately, it has not been studied further. This is because the doubts cast
on the SPV technique on the one hand, and the success of SSPG in circumventing similar dif®culties on
the other hand, caused the a-Si:H community to almost invariably prefer the latter approach. Thus, the
application of SPV to a-Si:H was practically abandoned in the 1990s.
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In conclusion, we note that diffusion length measurements are a highly evolved, useful, and
successful area of the SPV technique. If due attention is paid to limiting conditions and proper
interpretation, results of both scienti®c and technological importance are obtained.

5.2. Surface band bending and dipole

Detailed information on the electronic band structure at semiconductor surfaces, expressed in the
form of a schematic band diagram (see Fig. 4), plays a central role in many studies of surface chemical
reactions, e.g., studies of adsorption/desorption and oxidation/reduction processes. Similar information
is extremely important for studies on the formation of semiconductor interfaces, where, typically, the
properties of a substrate with a very thin (metallic or semiconducting) overlayer are studied
[23,24,555].

If the bulk band-diagram is known, information on the equilibrium surface band-bending, V0
s , and the

surface dipole, ��s, makes possible the construction of the surface band-diagram, shown in Fig. 4. We
note that (if the bulk doping is known) knowledge of V0

s is equivalent to knowledge of the equilibrium
surface charge, Qss. This is a result of the charge neutrality condition, Qss � ÿQsc, and the one-to-one
correspondence between Qsc and V0

s , expressed in Eq. (2.30). The SPV-based extraction of the surface
band-bending/charge and of the surface dipole are discussed in detail in this section.

5.2.1. Surface band bending ± photosaturation

The most used SPV-based tool for determining V0
s is the photosaturation technique. This method,

which is very simple in nature, is based on assuming that application of suf®ciently intense super-
bandgap illumination to the semiconductor surface results in complete ¯attening of the surface band
bending. The basis for this assumption lies with Eq. (2.52), which describes Qsc under illumination as a
function of the injection ratio, �n. This equation predicts that for �n !1, Qsc ! 0, and hence
Vs ! 0, regardless of V0

s . Thus, V0
s is obtained experimentally as equal and opposite to the SPV

measured under intense illumination.
Williams seems to have been the ®rst to utilize the photosaturation technique (as early as 1962), in

the course of studying oxygen adsorption and desorption on CdS surfaces [556]. Since the
photosaturation approach is relatively easy to implement and very simple to interpret, many other
studies have utilized it for determining V0

s values at various semiconductor surfaces. These studies
include further investigations of oxygen adsorption/desorption at CdS surfaces [557]; CdS/insulator
interfaces [558]; a-Se/organic polymer interfaces [559]; Ambient effects on GaAs(111) surfaces [560±
562]; Effects of different etching reagents on (100) InP surfaces [563]; Effect of organic molecule
adsorption on various semiconductors [50±57]; Temperature-dependence of the surface potential in Si
[564,565], Ge [567,568], GaAs [569] and SiC [570]; Laser-induced modi®cation of the Si/SiO2

interface [565]; Band-diagrams of Cd-based II±VI semiconductors [571]; Band-diagrams of various
clean [11,289] and real [572±574] Si surfaces; Band-diagrams of a-Si:H surfaces [303,575±577]; Band-
diagrams of organic semiconductors [412±414]; and band-diagrams of Ge [573], CdTe [384], CdMnTe
[393], and NiO [578] surfaces. In addition, Brillson et al. have used the photosaturation technique
extensively for characterizing the in¯uence of metallic overlayers on the band bending at CdS
[372,373,579,580], GaAs [579,581,582], and ZnO [583] surfaces.

In the early 1990s, Edelman et al. introduced wafer scale mapping of the surface charge at Si wafers,
which is based on scanning the saturation SPV using the machine shown in Fig. 29 [584±586]. This
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produces surface charge maps, which can complement the diffusion length and Fe concentration maps
shown in Fig. 64. Surface charge mapping has been successfully adopted, extended, and applied to
monitoring of a wide variety of wafer processing steps by Nauka et al. [506,587±591] and Lowell et al.
[507±509,592±601]. The SPV-measured charge at dielectric covered Si wafers has been shown to be in
very good agreement with the charge deduced from C±V measurements [587]. This agreement was
obtained even though the two results do not have to agree completely because of the additional
processing steps needed for the C±V measurements. However, the contactless, non-destructive nature of
the SPV-based approach makes it much more suitable for in-line monitoring and process control. Nauka
has also extended the approach to mapping of the charge at the buried Si/dielectric interface of silicon-
on-insulator wafers [589].

Photosaturation has also been used for performing a V0
s -determining step in SPV-based algorithms

for extracting surface state energy distributions [565,568,569,572,602,603] and surface-state properties
[110,319,604], which are described in Section 5.4. Similarly, it has been used as a step in an algorithm
for constructing the band diagram of semiconductor heterojunctions, discussed in Section 5.5.3
[19,403,605]. It was also used for calibration of barrier heights in ®eld-effect measurements [562,606].

Despite the host of applications described above, many of which have been very successful, one
should bear in mind that photosaturation is one of the most controversial and pitfall-laden quantitative
SPV-based approaches. Therefore, much room is devoted in this section to a detailed discussion of its
limitations and the conditions for its validity.

It is usually agreed that in order to ascertain experimentally that band ¯attening has been achieved,
the SPV must be measured as a function of incident illumination intensity. A saturation of the resulting
SPV � f �I� curve at the highest illumination intensities is taken as evidence of ¯at bands (hence the name
photosaturation). The source of the controversy is that examinations of the SPV � f �I� curves have
produced mixed results: In some studies photosaturation was consistently obtained (see, e.g., [303,384,
557,563,572,573,576,602]), whereas in others it was consistently not obtained (see, e.g., [214,607±610]).

In yet a third group of studies, photosaturation was obtained for some, but not all, surface conditions
[412,556,558,561,575]. This third kind is the most interesting, as it provides a key for understanding the
effects which govern the elusive photosaturation behavior. An example is given in Fig. 69, which shows
the photosaturation measurements of Flinn and Briggs on n- and p-type GaAs(1 1 1) samples, exposed
to different gases [561]. It is readily observed that the SPV does not saturate for any of the p-type
samples or for the nitrogen exposed n-type samples. Saturation is obtained for the n-type oxygen-
exposed sample and perhaps also for the oxygen and ozone exposed n-type sample, although in the
latter case the saturation is somewhat less pronounced and is not necessarily complete.

The general validity of the photosaturation technique, as well as the conditions under which it is
expected to succeed experimentally, have been recently examined theoretically by Aphek et al. [611].
They used a simple analytical model, based on the quasi-Fermi level approximation and on the
`Goodman' (Moss) equation (see Section 2.2.2), as well as a rigorous numerical solution, to construct
steady-state SPV� f �I� curves. The results of these calculations are shown in Fig. 70. A constant kn

was used in the calculations because kn was found to govern the SRV in this case. Since the SRV was
maintained at a constant value, the �p�w�=I ratio was approximately equal in all curves (see Eq. (2.61)),
which facilitated a comparison of different curves on the same SPV� f �I� plot. Furthermore, for a
®xed �p�w�=I ratio, the variation between the different curves was found to depend on kp=kn, rather
than their individual values. Fig. 70 allows much useful insight into photosaturation mechanisms and is
used as a basis for our discussion.
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An interesting and general observation is that all curves shown in Fig. 70 are bound between two
envelope (i.e., limiting) curves on the left and right, corresponding to very small and very large values
of kp, respectively. Several asymptotic SPV regimes are common to all curves shown in the ®gure: For
very low injection, the SPV is very small (i.e., less than kT=e). We refer to this regime as the `null
regime'. At some critical point, which is in the low-injection regime, but the value of which is different
for the different curves, the (absolute value of the) SPV starts to rise in an approximately logarithmic
manner. We refer to this regime as the `logarithmic regime'. For large enough illumination intensities,
the SPVof the low kp curves saturates at a value which is indeed equal and opposite to V0

s over a certain
interval of I values (the `saturation regime'). For all curves, the (absolute value of the) SPV diminishes
at very high intensities (the `Dember interference regime').

The behavior of all different curves in Fig. 70 may be explained physically. Photo-excited excess
carriers have been suggested to induce ¯attening of the surface band-bending via two distinct
mechanisms: The ®rst mechanism is screening of the surface charge by free carriers [22,66]. Namely,
the photo-injection of majority carriers allows for a compensation of the surface state charge over a
narrower SCR, i.e., the necessary Qsc is accumulated over a smaller SCR width. The narrower the SCR,

Fig. 69. SPV � f�I� curves at GaAs(111) surfaces in various ambients. Full circles: nitrogen; empty circles: oxygen; crosses:

oxygen and ozone (after Flinn and Briggs [561]).

Fig. 70. Calculated steady state SPV � f�I� curves for a 5�1016 cmÿ3 p-type GaAs sample, having a surface state located 0.87

eV above the valence band edge, with a density of 5�1011 states/cm2, kn � 10ÿ19 cm2, and various kp values (in cm2).

(a) Numerical calculations. (b) Analytical calculations (after Aphek et al. [611]).
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the smaller the band-bending is. Finally, under suf®ciently intense illumination, the SCR width is
expected to be negligible and the bands should become ¯at. The second mechanism is direct
modi®cation of the surface charge through carrier trapping [556,582]. The extent of this process is
strongly dependent on the ratio of the surface state hole and electron capture coef®cients, kp=kn. If the
latter is large, the surface state captures holes more effectively than electrons and its charge tends to
become more positive upon illumination. Similarly, if kp=kn is small, the surface charge tends to
become more negative upon illumination.

The dependence of the second mechanism on kp=kn is the cause for the `family of curves' in Fig. 70.
For large kp, the surface charge increases upon illumination, so band ¯attening may proceed only via
screening, which necessarily requires high injection [611]. The smaller kp is, the more effectively can
the surface donor state capture electrons and hence diminish the surface charge. Thus, band-¯attening is
assisted (and at low enough kp=kn ratios dominated) by direct surface charge modi®cation, which makes
photosaturation obtainable at fairly low injection levels.

Not all curves in Fig. 70 saturate at the correct value for suf®ciently high illumination intensity, due
to the Dember effect [79,611]. As easily veri®ed using Eq. (2.92), under high injection conditions,
where the excess carrier density approaches the equilibrium majority carrier density, the Dember
contribution to the measured SPV is non-negligible. The Dember contribution to the SPV is always
positive (see Section 2.2.4). When it interferes with p-type SPV � f �I� curves, a pseudo-saturation, at a
value that is different from ÿV0

s , should be observed over some intensity range. In the case of n-type
samples, the Dember contribution should mask the photosaturation because the Dember voltage
continues to increase even after the SCR-related SPV saturates.

Based on Fig. 70, the following picture emerges: In principle, suf®ciently intense illumination does

¯atten the surface band bending, so that the theoretical concept behind the photosaturation approach is
valid. However, important basic limitations arise, which preclude the attainment of V0

s from
SPV � f �I� curves in many practical cases. We now turn to analyzing the limitations of the
photosaturation technique and the results of past photosaturation experiments, based on the foregoing
discussion.

One problem associated with high-intensity illumination is that in many cases sample heating and/or
surface photochemical processes may hinder the attainment of photosaturation, due to irreversible
illumination-induced changes in the sample physical properties. Bruening et al. have estimated the error
introduced by such changes by measuring SPV � f �I� curves using both increasing and decreasing
illumination intensity, and estimating the ensuing hysteresis [52]. This may limit the maximal
illumination intensity which may be used. A practical limitation to the maximal intensity is imposed by
the light sources available. As shown in Fig. 70, the illumination intensity required for the attainment of
photosaturation varies over many orders of magnitude, depending on the surface state properties. The
latter are seldom well-known a priori. Therefore, the attainment of photosaturation cannot be
guaranteed a priori and the experiment may fail.

Many of the total or partial failures of the photosaturation technique can be understood on the basis
of an inadequate illumination intensity coupled with an unfavorable kp=kn value. For example,
analytical calculations similar to those behind Fig. 70 were performed in [610]. These calculations,
which were restricted to a limited range of illumination intensities and cross-section ratios, predicted a
total failure of the photosaturation technique. Let us consider the experiments of Flinn and Briggs,
shown in Fig. 69, as another illustrative example. An upper limit for �p=I in their experiment may be
found from Eq. (2.61), assuming S � 0, �L�1� �L� ! 1, and using typical values for carrier mobility
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and lifetime in GaAs. Given the maximal illumination intensity used in their experiment (1018

cmÿ2 secÿ1), it turns out that the excess carrier density in the experiment was at least two orders of
magnitude below the doping level (which was 3�1015 cmÿ3). It is therefore evident that strong injection
was not obtained by Flinn and Briggs. Thus, band ¯attening by screening, as well as Dember-related
effects, can be ruled out in the Flinn and Briggs experiment. Hence, it is clear that in those curves of
Fig. 69 where saturation was observed, direct surface-charge modi®cation, enabled via a favorable
kp=kn ratio, was the saturating mechanism.

More information on the saturation mechanism at work can be obtained from considering the
logarithmic regime, where the SPV is approximately given by [612]:

jSPVj � ��kT=e�ln �BI�; (5.13)

where � and B are proportionality factors. Interestingly, a relation of the form of Eq. (5.13) is predicted
for some illumination regime by all theoretical approaches, including calculations based on the
depletion approximation [556], on barrier SPV [557], on a Schottky-diode approach [193,214], on the
constant quasi Fermi level approximation [610,611], and even on the Dember effect [79,116]. Aphek
et al. [611] have found that if kp=kn is either very large or very small, � will be approximately 1 (and in
practice somewhat smaller [214]), whereas for intermediate values of kp=kn, � is approximately 0.5.
These ®ndings are in agreement with the physical prediction of Bednyi and Baidus [612], who
interpreted � as being equivalent to the ideality factor in a Schottky diode. Accordingly, � should be
ideal (i.e., 1) for a pure barrier SPV, and smaller than 1 when surface trapping of excess carriers is
present. Similarly, � � 2 in the presence of signi®cant bulk trapping, just like in a Schottky diode
[366,612].

Since � is the slope of the SPV � f �I� curve on a semi-logarithmic plot, its value can be easily
deduced from a given experiment and used to assess the dominating photosaturation mechanism. For
example, the slopes of all SPV � f �I� curves in Fig. 69 related to n-type samples are within �10% of 1.
Since saturation is obtained for the oxygen-exposed sample and since screening is ruled out, we
conclude that this curve, and probably the other two as well, are left (large kp=kn) envelope curves. As
noted above, the curve of the oxygen and ozone exposed sample also seems to saturate, but this
somewhat less pronounced saturation is not necessarily true. It may also be due to a cross-over from the
large kp=kn to the intermediate kp=kn regime (compare with the kp � 10ÿ23 cm2 curve in Fig. 70). Such
transitions provide another source for photosaturation misinterpretations. The curve slopes of the p-type
samples in Fig. 69 are all within �20% of ÿ0:5. Therefore, they are probably intermediate kp=kn

curves. Since saturation is harder to obtain at intermediate kp=kn curves than at left envelope curves, it
is no surprise that saturation was not obtained at the p-type samples. Moreover, the illumination
intensity at the rise point of the p-type curves is approximately four orders of magnitude larger than that
at the rise points of the n-type curves. This is consistent with the predictions of Fig. 70, although the
difference may also be due to a different injection ratio.

It is important to distinguish between direct- and indirect-gap materials in photosaturation attempts.
The diffusion length in the former is usually considerably smaller than in the latter. Hence, using
Eq. (2.61), we conclude that �p=I in direct-bandgap materials is such that large injection ratios are very
dif®cult to obtain. In indirect-bandgap materials large injection ratios are easier to obtain, as long as S is
not too large. Indeed, many photosaturation measurements of Si or Ge samples feature complete
saturation [572,573,602], or at least a departure from the logarithmic regime at the highest intensities,
which may indicate an approach to saturation [11].
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Photosaturation is expected to be easier to obtain the smaller V0
s is. However, at very low band-

bending, the SPV due to selective trapping of carriers at the surface may become dominant, in which
case the SPV does not necessarily re¯ect V0

s even in sign (see Section 4.1). Kumar and Agarwal have
calculated the importance of this effect for a-Si:H samples. They concluded that because of signi®cant
bulk trapping, Qsc was not altered signi®cantly and most of the SPV signal was due to selective carrier
trapping at the surface, rather than due to a change in Qsc [613]. This was demonstrated by various
surface treatments which produced SPV changes uncorrelated with conductivity changes. They
therefore concluded that the photosaturation technique is not suitable for a-Si:H at all. However, as
noted above, Fig. 70 suggests that selective carrier trapping does not necessarily contradict
photosaturation and that indeed it is frequently the dominating photosaturation mechanism. Moreover,
the extent of the change in Qsc is not necessarily negligible for any trap distribution envisaged or for
any reasonable illumination intensity. Nevertheless, the work of Kumar and Agrawal does suggest that
photosaturation measurements of amorphous semiconductors should be approached with even more
caution than usual.

As discussed in Section 2.2.2, the SPV increases with decreasing temperature because thermal
transitions, which compete with the optically-induced transitions, are suppressed. Thus, photosaturation
should be easier to obtain at lower temperatures. For example, MoÈnch has shown that the SPV � f �I�
curve at the Si(111)-(7�7) surface, which is metallic in nature, does not saturate completely at room
temperature, but features a very pronounced saturation at 85 K [11]. Similar trends have been observed
at a-Si:H ®lms by Foller et al. [577].

Much of the controversy surrounding the photosaturation technique is due to the work of Brillson
et al., who studied the evolution of both CPD and SPV with metal overlayer thickness at different
semiconductor surfaces [372,579±583]. Speci®cally, the results obtained at the Al/GaAs(1 1 0) interface
[579,581,582], shown in Fig. 71 [582], were the source of a signi®cant debate between Spicer et al. and
Brillson [614±616]. Brillson interpreted the SPV obtained at the maximal photon intensity in Fig. 71(a)
as indicative of ÿV0

s . He therefore interpreted the increase of the SPV up to �6 AÊ as indicating that
the band bending at the Al/GaAs(1 1 0) interface does not reach its maximum value at sub-monolayer
Al coverages. This was in direct con¯ict with the results of Spicer et al., obtained using PES [617].
In response, Spicer et al. [614] argued that, in the presence of a metallic overlayer, the SPV should
be analyzed in terms of an illuminated Schottky barrier, rather than in terms of a free surface. They
then argued that this precludes the achievement of photosaturation at the maximal illumination
intensity used in Fig. 71(a). Moreover, Spicer et al. considered the lowest-intensity value in each
of the curves in Fig. 71(a) as being due to surface states and not due to the bulk effect. Subtracting
this value out produced a fairly constant SPV value, which Spicer et al. took as representing a
constant V0

s .
A closer look at the photosaturation data of Fig. 71(a) and at the debate between Spicer et al. and

Brillson sheds some more light on photosaturation interpretations and misinterpretations: In Fig. 71(a),
the low-coverage curves (e.g., the 0.7 AÊ overlayer curve) seem to approach saturation, which suggests
that V0

s may be assessed. While this may indeed be the case, a different explanation should also be
considered [611]. The most signi®cant difference between the analytical model and the numerical
simulations in Fig. 70 is that the numerically calculated kp � 10ÿ19 cm2 and kp � 10ÿ23 cm2 curves
deviate rather strongly from the analytical ones. In the logarithmic regime, they feature an additional
`shoulder'. This is because in this region, the assumption of constant quasi-Fermi levels is not quite
adequate. The `shoulder' at the 0.7 AÊ in Fig. 71(a) is very reminiscent of the curve corresponding to
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Fig. 71. (a) (top) Steady state SPV � f�I� curves measured at a UHV-cleaved GaAs(110) surface, for various Al overlayer

thicknesses. (b) (bottom) Variation of surface work function and saturated SPV signal vs. Al overlayer thickness (after Brillson

and Kruger [582]).
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kp � 10ÿ19 cm2 in Fig. 70(a). According to this explanation, the decreasing slope of the experimental
curve at high intensities may be related to a return to the constant quasi-Fermi level approximation
conditions, rather than to the attainment of `real' photosaturation.

The saturation in Fig. 71(a) is more and more marginal with increasing overlayer intensity, until it is
positively absent at the highest coverages (e.g., 20 AÊ ), where the SPV � f �I� curves do not deviate
from the logarithmic regime even at the highest illumination intensities used. Accordingly, Brillson et
al. have not considered the SPV values for thicknesses over �6 AÊ as representing true saturation
[582,615]. The attainment of photosaturation is indeed expected to be particularly dif®cult in the
presence of a metallic overlayer. First, metal deposition typically increases the SRV and reduces the net
photon ¯ux entering the sample. Both effects decrease the �p=I ratio. Second, as the overlayer
thickness increases, its properties are increasingly more `metallic'. Therefore, in the case of a thick
enough metal overlayer it is indeed more appropriate to analyze the SPV in terms of an illuminated
Schottky junction, as suggested by Spicer et al. Nevertheless, an analysis in terms of surface state
repopulation was correctly suggested by Brillson for thin overlayers, where metallic behavior is not
established. Since, as argued above, photosaturation is frequently dominated by surface state
repopulation, a subtraction of some of the surface state contribution, as performed by Spicer et al., is
strictly forbidden. Accordingly, it seems that much of the debate between Spicer et al. and Brillson can
be reduced to whether the overlayers can be considered as `metallic' or not. Unfortunately, the onset of
`metallic behavior' is ill-de®ned and is frequently a subject of debate [618]. It can, however, be said
that the thicker the overlayer is, the more dif®cult surface state repopulation (and hence the attainment
of photosaturation) becomes. This is well re¯ected in Fig. 71(a). Since we have already concluded that
photosaturation via screening is virtually impossible in steady-state measurements of GaAs, the
effectiveness of the photosaturation technique for metal-covered GaAs surfaces is indeed very limited,
and its use should be treated with the utmost caution.

As noted above, if strong injection can be obtained, saturation may be obscured by a `parasitic'
contribution of the Dember potential. This was already noted in the early studies of Williams. He
noticed that the SPV � f �I� taken at high-resistivity CdS samples (for which the Dember effect is more
dominant ± see Section 2.2.4) were insensitive to surface treatments. Upon calibrating �p and
subtracting the Dember contribution, he discovered that the SCR-related SPV was practically negligible
at all illumination intensities. He therefore concluded that, under the conditions studied, the band
bending at such samples was negligible.

Zuev et al. used high-intensity, pulsed illumination for constructing SPV � f �I� curves at high-
resistivity indirect bandgap semiconductor (Si and Ge) surfaces [573]. This combination allowed them
to obtain very high injection ratios. Thus, they observed the logarithmic regime, the saturation regime,
and at very high intensities a Dember interference, just like in Fig. 70. In the Dember interference
regime, the (absolute value of the) SPV response decreased for p-type samples and increased for n-type
samples, as appropriate.

While in the measurements of Zuev et al. a saturation regime could be clearly identi®ed, Fig. 70
shows that this is not necessarily the case. In principle, if a Dember interference is observed, it may be
subtracted, with the ensuing curve re-examined for saturation [562,574]. This subtraction requires
knowledge of �p for any illumination level, which is usually achieved via extra photoconductivity
measurements. Unfortunately, measurements or calculations of �p in intermediate and strong injection
are often complicated by, e.g., changing lifetimes and various ambipolar effects [90,573]. Thus,
Dember-contribution subtraction is not fail-safe either.
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Foller et al. suggested another means for detecting a Dember contribution [577]. They measured
SPV � f �I� curves of a-Si:H ®lms at various temperatures and discovered that the x-axis intercept of
these curves depended exponentially on the temperature. For strongly absorbed light, the activation
energy of this intercept was the same as the activation energy of the dark conductivity. This suggests a
Dember contribution because of the dependence of the latter on the dark conductivity (see Eq. (2.92)).

So far, only surfaces dominated by a single surface state were considered. However, more
complicated situations may arise. A calculated SPV � f ��p� curve for a p-GaAs sample with two
surface states, which have very different kp=kn ratios, is shown in Fig. 72(a) [611]. Under low injection
conditions, a pseudo-saturation at which SPV � ÿ15 � �kT=e� 6� ÿjV0

s j is easily observed. The SPV
remains constant for several orders of magnitudes of �p before the second surface state in¯uences the
SPV � f ��p� curve. Eventually, the real saturation, supposed to be obtained at �p values which are
about 15 orders of magnitude higher than those of the pseudo-saturation, is interfered by the Dember
potential. This extreme pseudo-saturation is a direct result of the drastically different kp=kn ratios used
in the calculation. At relatively low values of �p, the state with kp=kn � 1 � 10ÿ4 is ®lled entirely with
electrons, so that its effect on band-bending is canceled. However, in the same injection range, the
charge of the kp=kn � 10 state has neither been modi®ed signi®cantly nor screened effectively, so that
complete ¯attening cannot be attained. (This is readily seen in the dependence of the states' fractional
electron population on �p, also shown in Fig. 72(a)). Note that the contributions of the two states to the
band bending are not additive. Therefore, the pseudo-saturation value cannot be interpreted as the band-
bending induced by the kp=kn � 1 � 10ÿ4 state alone.

Since the `temporary' ¯attening of the SPV � f ��p� curve in Fig. 72(a) can be misinterpreted as a
saturation, leading to a (possibly very signi®cant) underestimate of V0

s , saturated SPV values may
indeed be interpreted as V0

s if and only if pseudo-saturation can be ruled out. Thus, one has to obtain
complementary information about the surface state properties in order to assess whether such a scenario
is realistic. Alternatively, if at all possible, it is preferred to measure the SPV � f ��p� curve all the way
to strong injection even if saturation of the curve is observed prior to that.

Fig. 72. (a) Intensity-resolved pseudo-saturation: Calculated steady-state SPV � f��p� curve for a p-GaAs sample with

surface states at two energy levels (0.65 and 0.45 eV above the valence band edge), which have an equal density of 4�1011

cmÿ2 and different kp=kn ratios (10ÿ4 and 10, respectively). Solid line ± SPV. Dashed line ± fractional population of surface

state 1. Dash-dotted line ± fractional population of surface state 2 (after Aphek et al. [611]). (b) Frequency-resolved pseudo-

saturation: frequency dispersion curves of the surface charge, measured by saturation SPV, at Si wafers, with and without

chloride treatment (after Sherry et al. [598]).
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To the best of our knowledge, an SPV � f �I� curve as in Fig. 72(a) has not been observed
experimentally yet. However, a different kind of pseudo-saturation may explain errors in previously
published investigations. Consider again a surface having two distinct surface states types, where the
response of one state is slow and that of the other is fast. If the time between illumination and SPV
measurement is such that steady-state conditions are not obtained, the fast surface state may be
completely neutralized, whereas the slow surface state will retain its original charge. Under such
conditions, the SPV � f �I� curve will saturate due to the ®lling of the fast state. However, this
saturation value will not be equal to ÿV0

s because the slow state is still charged and thus the bands are
not ¯attened. Moreover, the shape of the SPV � f �I� curve may change, so that an analysis of � can
become misleading [331,353].

Even if band-¯attening is achieved via screening, in which case the surface population under
illumination is not important, photosaturation measurements obtained with pulsed or chopped
illumination may still produce erroneous results. If the sample does not relax completely in the dark

between consecutive illumination periods, the band bending measured by all but the ®rst illumination
pulse may be smaller than V0

s . This effect has been demonstrated in several materials and dubbed the
`photo-memory' effect [564±570]. It should be particularly troublesome at low temperatures, where
charge relaxation is more dif®cult.

A dependence of the saturation SPV on the illumination chopping frequency is indeed regularly
observed (and used ± Section 5.4 below) in Si wafers [509,586,595±601]. A typical dependence is
shown in Fig. 72(b) [598], where the saturation SPV has been converted into an equivalent surface
charge. Here, the decrease of the SPV with increasing chopping frequency is due to a mechanism
similar to the `photo-memory' effect. During illumination, the surface states trap minority carriers,
which reduce the surface charge and surface band-bending. At higher frequencies, the surface states do
not have suf®cient time in the dark to re-emit these charges. Therefore, measurements which are slow
enough with respect to the surface state response are essential to obtaining meaningful photosaturation
data.

The most simple means of avoiding temporal problems in photosaturation curves is to ascertain that
all SPV measurements are conducted under steady-state conditions, possibly by studying the transient
SPV response. However, this apparently simple solution has some signi®cant disadvantages as well.
First, higher illumination intensities may be obtained with pulsed illumination. Second, heating and
photochemistry effects are reduced due to the limited light±sample interaction time. Thus, if steady-
state SPV measurements do not yield satisfactory results, non-steady-state SPV measurements may be
attempted. However, in the latter case the frequency-dispersion of the saturated SPV taken using non-
steady-state SPV, as well as possible `photo-memory' effects, have to be investigated.

Many of the past photosaturation measurements may have suffered from the `temporal pseudo-
saturation' problem. For example, in the measurements shown in Fig. 69, Flinn and Briggs used 5 ms
illumination pulses because the use of pulsed illumination greatly reduced sample heating. However,
they reported a SPV relaxation time of the order of minutes [561]. Thus, the V0

s values reported by them
may underestimate the real ones, even in curves where good saturation with illumination intensity was
observed.

Having understood the dif®culties associated with obtaining a `true' photosaturation, the question
arises whether V0

s can be found even from an `incomplete' photosaturation curve. If photosaturation is
not obtained, the only information in the SPV � f �I� curves of Fig. 70 is in the rise point. This is
because identical curve slopes correspond to many different surface conditions, as explained above.
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Unfortunately, the same rise point can be obtained for different combinations of V0
s , kp=kn, and surface

state density. Therefore, a rigorous extraction of V0
s in the absence of photosaturation is, in general,

impossible. Aphek et al. [611] suggested that one possibility for `forcing' the SPV � f �I� curve to
saturate is the `arti®cial' manipulation of kp=kn through the simultaneous use of super- and sub-bandgap
illumination. The latter may add illumination-induced transitions to/from the surface state, thereby
assisting in surface charge neutralization. If the sub-bandgap illumination wavelength and intensity are
properly selected, it may change the effective kp=kn so as to be more favorable with respect to
photosaturation. This approach has yet to be tested experimentally.

Finally, we note that due to the signi®cant limitations discussed above, the photosaturation technique
has fallen into disrepute, despite its numerous successes. This section shows that, while photosaturation
results should indeed be interpreted very carefully, they can be used successfully in a wide array of
applications, if analyzed with suf®cient care.

5.2.2. Surface band bending ± other methods

Many of the problems associated with steady-state photosaturation measurements can be
circumvented if the measurements can be made at a constant Qss. The principal motivation for
holding Qss `arti®cially' constant is that under these conditions the SPV depends only on V0

s and �n

because it is reduced to a `barrier SPV' (see Section 2.2.2). This condition can be realized
experimentally if the surface potential is dominated by `slow' surface states. Namely, the effective
response time of surface potential variations due to surface state repopulation is much slower than that
due to the bulk lifetime. In many direct bandgap materials this is a fair assumption since non-radiative
lifetimes are typically signi®cantly longer than radiative ones.

An elegant algorithm for extracting SPV � f �I� by comparing constant-Qss and steady-state
measurements has been suggested and demonstrated by Bednyi et al. [619]. These authors considered
the case where the `light-on' and `light-off' transient SPV response has an initial fast component
followed by a slow component, as in Fig. 73(a). Assuming that no change in Qss occurs during the
initial, fast, SPV component, four critical points on the SPV transient curve can be de®ned. Two,
denoted `0' and `2', correspond to steady-state conditions, in the dark and under illumination,
respectively. The other two, denoted `1' and `3', correspond to `barrier SPV' conditions, i.e., the bulk
has already achieved steady-state, but Qss could not change yet. These four points can be placed on

Fig. 73. Extraction of V0
s from a combination of constant-Qss and steady state measurements: (a) Super-bandgap SPV kinetics

in p-type InP. (b) Space charge curves corresponding to the critical points in (a) (after Bednyi et al. [619]).
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appropriate space charge curves, as in Fig. 73(b). Since Qss, and hence Qsc, do not change between
points `0' and `1', as well as between points `2' and `3', we obtain:

Qsc�0� � Qsc�1�; (5.14a)

Qsc�2� � Qsc�3�: (5.14b�
With Qsc at the various points given by Eq. (2.52), the two equations (5.14) contain only two unknowns
± V0

s , the sought-after band-bending, and �p, the injection level. Moreover, the reliability of the
obtained V0

s value can be checked by using several illumination intensities, which induce different �p

values.
The success of Eq. (5.14) depends on the experimental identi®cation of fast and slow SPV transient

components, which is not always the case [620]. For example, if the slow component is missing, i.e.,
Qss does not change at all, Eq. (5.14) become dependent. In this case, we again suggest using sub-
bandgap illumination for forcing changes in Qss.

An alternative approach, suitable for the case of constant-Qss measurements only, was suggested by
Dittrich et al. [621]. They assumed the measured SPV to be the sum of a constant-Qss (i.e., `barrier
SPV') term and a Dember term. Using two light intensities and assuming a constant �n=I ratio, they
obtained three equations for three variables ± V0

s , and �n at the two illumination intensities. While
elegant, this algorithm also has some drawbacks: Aphek et al. have shown that before saturation is
approached, and where the Dember effect is negligible, these three equations become practically
dependent, and no solution can be obtained [611]. Therefore, the attainment of Dember interference is a
must in this approach. As shown above, a non-negligible Dember term requires a substantial injection
ratio. Fortunately, such injection is easier to achieve in the non-steady-state measurements, aimed at
preserving the value of Qss because pulsed illumination sources can be used. However, the assumption
of a constant �n=I ratio at injection levels, which are high enough for Dember interference to be
signi®cant, is problematic and should be approached with caution.

A precursor of the approach of Dittrich et al. was suggested many years earlier by Heilig [622].
Heilig noted that if V0

s is not too small, a minimum is found in the transient SPV response obtained
after excitation with a high-intensity laser pulse of p-type samples. This was due to the opposite signs
of the Dember voltage and the SCR-related SPV in p-type samples, and the change of the relative
contribution of the two with decreasing excess carrier density. From the value of the SPV at the
minimum, V0

s could be inferred if a constant Qss (or, alternatively, a speci®c surface trapping model)
was assumed. The limitations of Heilig's approach are essentially very similar to that of suggested
by Dittrich et al., but Heilig's approach is also limited to p-type samples where a minimum in the SPV
transient is experimentally obtained.

In general, approaches which utilize a constant Qss alleviate most of the dif®culties associated with
the photosaturation technique. First, complete ¯attening of the bands is no longer required for
extraction of V0

s . Second, due to the use of pulsed illumination higher intensities may be achieved and
parasitic effects (photochemistry, heating) are diminished. Third, Dember interference may become an
asset rather than a liability. Finally, pseudo-saturation is inherently eliminated. Thus, these methods are
more robust than steady-state photosaturation, at least for direct-bandgap semiconductors with slow
surface states. The major disadvantage of constant Qss approaches is that they inherently assume a
negligible density of fast surface states (i.e., states whose response time is similar to that of the bulk
lifetime). This assumption is very dif®cult to verify. If this assumption is not valid, and the steady-state
photosaturation method fails as well, we suggest that the best hope for extracting V0

s from `pure' SPV
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measurements lies with analyzing sub-bandgap measurements (where the fast surface states may be
probed directly), and using V0

s as a ®tting parameter. One preliminary algorithm, which proves that the
concept may in principle work, has been suggested by Kronik and Shapira [623]. This algorithm is
described in Section 5.4 in the context of extracting surface state properties.

Several other SPV-based approaches, based on neither photosaturation nor a constant Qss, have been
suggested. These techniques, described below, are less universal then those discussed so far, but provide
relatively simple means for extracting V0

s where applicable.
An ac-SPV-based approach for determining the surface band-bending has been suggested by

Kamieniecki [624,625] According to Eqs. (2.71b) and (2.80) of Section 2.2.2, if high-absorption, high-
frequency, super-bandgap illumination is used in a MIS-structure-based measurement, the obtained
SPV is given by [97]

jSPV�!�j � eI

Csc!
: (5.15)

Thus, if the effective photon ¯ux, I is calibrated, the measured SPV directly yields the space-charge
capacitance, Csc. Since Csc � �=w, where w is the SCR width, V0

s (and hence the total surface charge)
can be immediately extracted, based on Eq. (2.33).

Kamienicki's approach is limited by the assumption that the equivalent capacitance, Ceq, in
Eq. (2.73), is entirely due to the space charge capacitance. Thus, its use is limited to samples where
other capacitance factors, e.g., surface states, can be neglected.

As ac-SPV-based measurements of w are contactless and non-destructive, they are at the heart of two
commercial devices used for in-line inspection of Si wafers: the surface charge analyzer [234] (the
discussion of which is deferred to Section 5.4.1) and the surface charge pro®ler [235]. The latter offers
the possibility of measuring changes in w following various treatments as a means of estimating
changes in the surface charge. This can be used for quality control of various processing steps. A key
application is the in-line monitoring of various wafer cleaning steps [625±627], especially HF cleaning
sequences. Other applications include the monitoring of surface metal contamination, investigation of
surface stability (via time-resolved w measurements), and the investigation of oxide charge in oxidized
Si wafers [626]. Another advantage of this approach is that because only low-intensity illumination is
used, a possible in¯uence of the illumination on the measured results (via, e.g., surface photochemistry
or photo-desorption) is ruled out [625,628].

If the sample surface is in inversion, Kamieniecki's method no longer yields the surface potential, V0
s

because w reaches a maximal, ®xed value in the inversion regime [25]. This maximal value, however,
can be used for determining the doping of the sample [628±630], using standard MIS-related formulas
[25]. Assuming that a given sample surface is in inversion both before and after a certain treatment, any
changes in w must indicate a change in the sub-surface contamination level [628±630]. In a recent
example, Roman et al. monitored the effective sub-surface p-type doping concentration in boron-doped
Si wafers [630]. Boron can be deactivated by pairing with hydrogen or metals, particularly Cu and Fe,
all of which may originate from surface polishing processes. The degree of deactivation can be
quanti®ed based on the increase in w following the polishing step. Roman et al. found this deactivation
to decay exponentially with increasing annealing temperature. The obtained activation energy was
equal to the boron-hydrogen dissociation energy, indicating the latter contaminant as responsible for the
sub-surface doping decrease. Use of the same approach with metal-contaminated 1% HF solutions
yielded a detection limit as low as 1 ppb for silver and gold and 10 ppb for copper [628].
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A different approach for extracting w, and hence V0
s , relies on the diffusion length measurements

discussed in the preceding section: As discussed there, Lapp is in¯uenced by w if condition (5.7b),
w� L, is not satis®ed. Several groups have demonstrated that if a sophisticated enough mathematical
analysis of Lapp is applied, both L and w can be extratced [467,472,523].

For metal±semiconductor junctions, Schlaf et al. [248] suggested that the Schottky barrier height, �b

(see Section 2.1.5), and hence V0
s (see Fig. 7), can be deduced from SPV measurements, based on the

thermionic emission equation [25]:

J � A�T2 exp ÿ e�b

kT

� �
exp

eV

kT

� �
ÿ 1

� �
; (5.16)

where J is the minority carrier current density and A� the Richardson constant. Schlaf et al. assumed
that under open-circuit conditions, V is the SPV and J is Jph (the limitations of this assumption were
already discussed at length in Section 2.2.2). Thus, both �b and Jph can be ®tted using Eq. (5.16) based
on the temperature dependence of the SPV (assuming that the ®tted quantities are temperature-
independent).

Recently, Yan applied the same approach to the study of V0
s at a free semiconductor surface [631].

However, it is very important to realize that due to the different nature of the boundary, the temperature
dependence of the SPV at a free and metallized surface is not the same. For example, for SPV� kT=e,
Eq. (5.16) reduces to:

ln �TSPV� � ln
kJph

eA�

� �
� e�b

kT
; (5.17)

whereas a combination of Eq. (2.61) with the small-SPV approximation of Eq. (2.52), yields [12]:

SPV � I � kT exp �ÿeV=kT��L

enb�S� D=L��1� �L� for a depleted surface; (5.18a)

SPV � I � kTnb�L

en2
i �S� D=L��1� �L� for an inverted surface: (5.18b)

Since �n�w� is proportional to Jph (Eq. (2.69)), it is readily observed that the temperature dependence of
the SPV in Eq. (5.18) is somewhat different than that of Eq. (5.17) even for a depleted surface, and very
different for an inverted surface.

Several other V0
s -extracting techniques, which combine SPV with additional contact measurements

have also been suggested. For example, Johnson suggested early on that if Qss is assumed to be
constant, additional photoconductivity measurements may be used in order to directly calibrate �n

[66]. Then, V0
s is easily extracted from Eq. (2.52) [632]. However, Ewing and Hunter have shown that

this simple approach will rarely yield the true V0
s in the presence of surface states [633]. More recently,

Karpovich et al. suggested that V0
s can be found by combining surface photoconductivity and SPV

measurements [341]. The surface conductivity depends on the SCR width, which, in turn, depends on
Vs � V0

s � SPV. Therefore, the measured difference in surface conductivity values in the dark and
under illumination yields an algebraic equation for the single unknown, V0

s . These simple approaches
naturally require additional contacts.

Other authors have offered to use SPV in conjunction with additional contactless measurements. For
example, it has been shown that the SPV signal can be used to assess the attainment of ¯at-band
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conditions imposed by an external bias [634,635]. This approach, however, is expected to have a fairly
large measurement error in the presence of preferential surface trapping because, as discussed in
Sections 2.2.2 and 4.1, the SPV at ¯at-band conditions is not necessarily zero under such conditions.
(We note in passing that by measuring the SPV at extreme bias-induced band-bendings, i.e.,
accumulation and strong inversion,the doping and mobility ratio of the sample under study can also be
assessed [636].) Galbraith and Fischer combined SPV and CPD measurements at room temperature and
at low temperature for extracting V0

s [193]. However, their approach, which assumed (among other
things) a Schottky-like mechanism of thermionic emission and a constant surface charge, is very non-
general in nature. Further approaches which combine SPV and CPD measurements to extract V0

s are
given in the following section, within the context of the surface dipole.

So far, we have discussed why photosaturation is not always obtained, what misinterpretations
should be avoided, and what alternative measures for extracting V0

s may be taken. However, in many
studies (see, e.g., [55,607±609,637]) the exact value of V0

s was not very important. Instead, SPV
changes upon different surface treatments were taken to re¯ect the trends of V0

s even if complete
saturation was not ascertained. It is very important to realize that this is not necessarily true. The
essential problem, already mentioned in Section 4, is that SPV changes may also arise, at least partly,
from changes in the SRV.

The assignment of SPV changes to changes in V0
s is valid only if additional information on the SRV

is available. Several examples follow. Koenders et al. found that the SPV at cleaved InP(110) surfaces
increases monotonously with increasing oxygen exposure [637]. The latter is well-known to increase

the SRV, which should have decreased the SPV. Therefore, an increase in the SPV can be safely
associated with an increase in V0

s . Similar conclusions apply to the data of Brillson and Kruger [582],
shown in Fig. 71. Since Al deposition is known to increase the SRV, the SPV increase with increasing
overlayer thickness re¯ects an increase in V0

s even if the SPV is not saturated. Cohen et al. augmented
SPV measurements with independent time-resolved PL measurements [55]. The latter showed that the
SRV did not change appreciably with surface treatment, which made the assignment of the SPV
changes to V0

s changes legitimate. Munakata et al. devoted a series of studies to the effect of various
contamination sources on the ac SPV in Si wafers [228±231,638±647]. Although in their studies no
attempt at saturation was made, and no speci®c tests of SRV effects were made, an overwhelming
correlation between the measured SPV and the concentration of the contaminating species was found.
This strongly supports that the increase in SPV is due to an increase of surface charge (and hence V0

s ),
as suggested by the authors.

So far, our discussion here has been devoted solely to SPV-based means of extracting V0
s . However,

as already noted in Section 3.3.2, most experimental determinations of V0
s are actually performed using

PES (see Fig. 32). As long as we are concerned with the equilibrium band bending, such measurements
do not rely on the surface photovoltaic effect. Therefore, they are not covered here, despite their
obvious usefulness. It should be noted, however, that PES has several important disadvantages as well.
First, due to the need for electron emission it may only be operated in suf®ciently high vacuum, which
limits the range of surfaces it may be applied to. Second, its accuracy is typically limited to 100±
150 mV.

Combining PES and PES-based SPV, Jaegermann et al. have simultaneously measured both V0
s and

the SPV as a function of various adsorbates, especially on layered metal chalcogenide semiconductors
[248,648±654]. The comparison of the two quantities made it possible to obtain direct information on
the relative importance of band-bending and recombination effects in determining the SPV. Somewhat
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similarly, Alperovich et al. used photore¯ectance for quantitative and qualitative assessment of V0
s and

SPV trends, respectively, upon Cs and O adsorption on GaAs(100) [254].
A different interesting link between PES and SPV was established in recent years: Although

observed at times before that [655,656], in the early 1990s it has been systematically shown that PES
results may be in¯uenced by a parasitic surface photovoltaic effect [16±18]. Namely, the exciting UV
or X-ray radiation source causes changes in the surface potential and therefore the measured band-
bending is smaller than the true equilibrium value, possibly very signi®cantly. This is especially true at
low temperatures, where the SPV is more sizable in general. Neglecting to take this effect into account
can lead to serious misinterpretations of experimental data. Therefore, a sizable body of literature
devoted to observing this effect, correcting for it, and even exploiting it has evolved. A detailed
discussion of the parasitic SPV effect is outside the scope of the present text. The interested reader is
referred to, e.g., [16±18,655±674] for further details. Similar parasitic SPV effects in photore¯ectance,
i.e., an in¯uence of the probe beam on the band-bending, have also been noted. The reader is referred to
[675,676] for a detailed discussion.

5.2.3. Surface dipole

In general, any surface chemical reaction can induce changes in both the surface band-bending, V0
s ,

and the surface dipole, ��s. Both changes contribute to changing the surface work function, Ws (see
Fig. 4 and Eq. (2.36)). Therefore, surface-induced changes in Ws can be expressed as:

�Ws � �V0
s �����s�: (5.19)

Any changes in Ws can be measured with the Kelvin probe by detecting CPD differences before and
after surface reaction. In addition, V0

s can be measured before and after the reaction, either by
photosaturation or by any of the other means discussed in the preceding sub-section. Thus, ����s� can
be determined by simple subtraction using Eq. (5.19).

A few comments are in order. First, unlike the surface band-bending, the surface dipole is generally
not in¯uenced by illumination. This is because the inherently small width (ideally a monolayer) of the
latter and the strong bonding of its charge lead to its stability under external excitation [24]. Thus, SPV
measurements are `blind' to ��s. It is this property which makes it possible to consider SPV-based
approaches for extracting V0

s without having to worry about the surface dipole. Second, several authors
interpreted treatment-induced Ws changes at GaAs [677,678], InP [679], and diamond [680,681]
surfaces as being due to changes in the band-bending alone. While this may be true in some cases,
surface dipole changes cannot be ruled out in the general case. Thus, such interpretation can be trusted
only if it accompanied by complementary evidence, e.g., of PES measurements [681]. Third, usually
only changes in ��s, rather than its absolute value, are sought. This is because, as explained in
Section 2.1.4, the absolute value of ��s has to do with the value of the `ideal' (as opposed to the
surface) af®nity, �, which is almost always unknown. Fourth, the above-explained approach was
frequently utilized by employing Kelvin probe and PES measurements for measuring �Ws and �V0

s ,
respectively. A review of such studies may be found in [11]. Here, we naturally concentrate on studies
which employed SPV measurements.

Combined SPV and work function measurements have been used in the context described above as
early as the 1960s by Campbell and Farnsworth, who studied the effects of oxidation on the band-
diagram of CdS surfaces [609]. This approach was put to much use by Brillson et al. for their studies of
the formation of metal-semiconductor interfaces, already mentioned in Section 5.2.1. An example of
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the evolution of the saturated SPV and the surface work-function (measured by a Kelvin probe) is given
in Fig. 71(b). When studying interfaces, rather than surfaces, Eq. (2.36) must be used with caution
because the overlayer may have both a surface and an interface dipole. Brillson et al. therefore assumed
that the magnitude of the interface dipole is best approximated by the �Ws ÿ�V0

s value found where
�Ws is maximal (�1/2 monolayer in the case shown in Fig. 71(b). This is because the distinction
between surface and interface is not in effect yet for such thin overlayers. Using this approach, Brillson
et al. detected signi®cant changes in both SPV and CPD evolution between, e.g., the Al/GaAs and the
Al/CdS interfaces [580], or the Al/ZnO and the Au/ZnO interfaces [583]. These differences were
correlated with signi®cant differences in the chemistry of III±V versus II±VI semiconductors and of
reactive versus unreactive metals, respectively.

One of the key arguments against Brillson's claims of achieving photosaturation was that the
measured V0

s values in Fig. 71(b) do not yield the correct Schottky barrier height of the Al/GaAs
interface (with a similar problem in other interfaces as well) [614]. Interestingly, the sum of the SPV-
measured V0

s and the interface dipole did yield the correct barrier height [615] This is intriguing since
in the abrupt metal/semiconductor band-diagram, shown in Fig. 7, the Schottky barrier height should
not depend explicitly on the interface dipole. This independence, easily con®rmed graphically from
Fig. 7(b), is also physically reasonable because the abrupt interface dipole should be transparent to
electron tunneling and therefore should not pose a barrier to transport [614]. Brillson suggested that the
interface dipole is not atomically abrupt, but is still insensitive to illumination, due to a high density of
states associated with the local charge redistribution [582]. A more detailed discussion of the true
nature of this interface is outside the scope of the present text. It is interesting to note, however, that a
somewhat similar argument was used by Jaegermann et al. to explain an SPV which was much smaller
than that anticipated from the band bending at the Cu/p-WSe2(0001) interface [651]. There, it is argued
that Cu intercalation may result in a thin near-surface layer which contributes to the band-bending, but
not to the SPV.

A combination of CPD and saturated-SPV measurements was used in recent years by Cahen et al. for
deducing the systematic effects of various organic ligands to semiconductor surfaces on the band-
bending and surface dipole at CuInSe2 [50,51,54], CdTe [50,51,55,56], CdSe [52], GaAs [53], and Si
[57] surfaces. Organic ligands are an attractive alternative to the inorganic treatments usually used for
surface control. This is because organic ligands feature structural versatility and ¯exibility, may be
designed to incorporate several properties simultaneously, and potentially allow systematic
modi®cations of one speci®c property independent of the others [54,56].

As an illustrative example of the above concepts, consider the modi®cation of a CdTe surface upon
adsorption of dycarboxylic acid derivatives which include a polar group, consisting of para-subsituted
phenyl rings [56]. Fig. 74(a) shows that the changes in the surface dipole are linearly correlated to the
average dipole moment of the ligand polar group. A linear correlation between the change in surface
dipole and the dipole moment of the adsorbed ligands, expected from Eq. (2.39), was found in all cases
studied. However, when ligand molecules more complicated than simple benzoic acids were used, a
constant offset, not predicted by this equation, was also found. This offset was attributed to an
additional dipole moment due to the binding group of the ligands and/or to the dipole due to the bond
formed between the surface and the ligand. The latter can often be calculated from known
eletronegativities [54]. Fig. 74(b) shows that changes in the band-bending at the same surface are
related to the position of the lowest unoccupied molecular orbital (LUMO) of the phenyl substituents.
The closer the energy position of the LUMO to the CdTe surface states, the stronger is the molecule±
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surface-state orbital interaction. As a result, occupied surface states are pushed down in energy so that
some of them move inside the valence band. This decreases the localized surface charge and hence the
band bending. Thus, Fig. 74 shows that an organic molecule which provides a desired surface band-
bending and dipole can potentially be designed on the basis of its dipole moment and ionization
potential.

Interestingly, organic molecules sometimes exhibit a photo-dipole, i.e., photo-induced changes in
their dipole moment. Then, any photo-induced change in the CPD may partly re¯ect a photo-dipole, in
addition to changes in band-bending. This has been elegantly demonstrated by Gatos et al., who
measured a non-zero change in CPD upon illumination of an Au surface adsorbed with dye molecules
[374]. Since there is no band-bending in a metal, the observed changes were clearly due to change in
the surface dipole. If photo-dipole effects are present, the approach outlined above for separating
between �V0

s and ����s�, which assumes an illumination-independence of the latter, is invalid.
In all studies mentioned so far, the combination of SPV and CPD approaches was always performed

before and after some surface reaction, but never during the reaction. This is because, obviously, one
cannot follow the evolution of the work function in the dark and under intense illumination
simultaneously. Fefer et al. removed this obstacle by suggesting a `time sharing' between dark and
illumination during the response [682]. Their approach is shown schematically in Fig. 75. As long as
the illumination response time is short with respect to the chemical response time (which is frequently
the case), periods of darkness can be punctuated by periods of intense illumination, resulting in a Ws

evolution which resembles a pulse train. The evolution of the work function in the dark is then deduced
from the periods of non-illumination, whereas the evolution of the band-bending is deduced from the
magnitude of the individual `pulses' (subject, of course, to the limitation that photosaturation is
reasonably approached).

Fig. 75 schematically shows three surface work function curves as a function of time: In Curve (a)
the surface reaction changes the surface dipole, but not the band bending. Hence, the dark value of the
work function changes, but the height of the illumination-induced `pulses' does not. Visually, the `pulse
envelope' (dashed curve) follows the `dark' Curve. In curve (b), the surface reaction changes the band

Fig. 74. (a) Changes in surface dipole of a CdTe crystal upon adsorption of dycarboxylic acid derivatives as a function of the

average dipole moment of the polar group of the ligand, consisting of para-substituted phenyl rings (ligand dipole moment

given in Debye ± 1D � 3:336 � 10ÿ30 C� m). (b) Changes in surface band-bending of the same surface upon adsorption of the

same set of molecules (with respect to V0
s � ÿ610 mV), as a function of the LUMO energies of the phenyl substituents (which

are shown for clarity in the inset) (after Cohen et al. [56]).
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bending, but not the surface dipole. Hence, the change in the `dark' work function is equal and opposite
to the change in `pulse' height. Visually, the `pulse envelope' is constant. Curve (c) depicts a general
case where both dipole and band bending change.

In some special cases, a separation between the relative contribution of �V0
s and ����s� to CPD

changes (see Eq. (5.19)) can be made without resorting to photosaturation experiments. This direction
has been pursued by Lassabatere et al., who used scanning CPD and SPV measurements to characterize
cleaved, metal- and oxygen-adsorbed surfaces of III±V semiconductors [610,683±692].

As already mentioned in Section 4.2 (see Fig. 42 and its discussion), the clean, UHV-cleaved surface
of GaAs and InP is supposed to be unpinned, i.e., have a negligible band-bending. In practice, some
residual band-bending, which is due to imperfect cleavage, remains. CPD mapping, performed by
Lassabatere et al., con®rmed that indeed work function differences of many hundreds of meV do exist
across the cleaved surface at both n- and p-type GaAs and InP samples [683±689]. The corresponding
(unsaturated) SPV map was linearly correlated to the CPD changes, as shown in Fig. 76 for the case of
the GaAs(110) surface [689]. This linearity suggests that most of the change in work function is due to
a change in band bending, rather than in surface dipole. Moreover, changes in ��s are expected to be
independent of the sample type, and hence cause opposite deviations from linearity in n- and p-type
samples. Such opposite deviations were not observed. The authors therefore concluded that the surface
dipole did not change appreciably across the cleaved surface. This made it possible to assign the
(extrapolated) CPD, at which the SPV is zero, to the ¯at-band point. The validity of this assignment is
strongly supported by the fact that the difference between the ¯at-band CPDs at the n- and p-type

Fig. 75. Schematic work function vs. time curves during a surface reaction, with periodic illumination: (a) Change in surface

dipole, no change in surface band bending. (b) No change in surface dipole, change in surface band bending. (c) Change in

both surface dipole and surface band bending (afer Fefer et al. [682]).
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surfaces is in excellent agreement with the difference of the bulk Fermi level positions of the n- and p-
type samples.

Interestingly, an extension of this approach to UHV-cleaved n-GaP surfaces, generally assumed
to be pinned, yielded very similar results [691]. This suggests that the GaP surface may be more
similar to the GaAs and InP surfaces then previously assumed, but is perhaps more sensitive to
cleavage- and contamination-induced damages than the latter surfaces [691]. Lassabatere et al.
generally observed a homogenization of the SPV after metal-deposition or oxygen-adsorption, so
that the above-discussed approach could not be directly extended to these surfaces [683±689,692].
Usually, they assumed that the calibration factor between SPV and CPD found at the clean surface re-
mained unaltered following deposition/adsorption. This made it possible to assess treatment-induced
changes in V0

s , and hence ��s. While this procedure led at times to good agreement with independent
PES results [689], we note that it must be used with caution. As already observed several times, surface
treatments frequently cause signi®cant changes in the SRV, which should alter the dependence of the
SPV on V0

s .
We close this section by describing combined SPV and CPD measurements, used to distinguish

between charges located at the Si/dielectric interface and the dielectric external surface at Si wafers.
While not strictly a surface-dipole-type problem, it utilizes concepts which are very similar to those
discussed above. According to Gauss's law, the surface charge calculated from the saturated SPV at Si
dielectric-covered wafers is a measure of the total dielectric charge (at both its internal and external
surfaces, as well as in its volume). Edelman et al. suggested that, neglecting volume charges, a
distinction between internal and external surface charge is made possible by means of CPD
measurements [585]. This is because further simple Gauss law considerations show that:

CPD � const:� V0
s � Vins � const:� V0

s � Qins=Cins: (5.20)

Since V0
s can be found by saturated SPV mapping, Eq. (5.20) shows that the distribution of Qins can be

easily determined by subtracting CPD and SPV maps. This approach was found to be highly useful by
Nauka et al. [506,588,590] and Lowell et al. [594,598] in assessing the impact of various processing
steps on the dielectric charge. Interestingly, an ostensibly similar approach (less scanning) was
suggested by Buchheim et al. as early as 1977 [632]. These authors also suggested CPD and SPV
pro®ling after successive etches of the dielectric as a means of determining the volume distribution of
charges in the dielectric ®lm.

Fig. 76. SPV vs. CPD along the surface of (a) n-type and (b) p-type GaAs(110) UHV-cleaved samples. Zero CPD corresponds

to an n-type sample with no band-bending (after Ismail et al. [689]).
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5.3. Recombination rates

Carrier recombination rates, both in the bulk (expressed in terms of the excess carrier lifetime, �) and
at surfaces or interfaces (expressed in terms of the SRV), are extremely important for the
characterization of semiconducting materials. Moreover, they are crucial for the design and analysis
of semiconductor devices. In this section, we describe how SPV measurements can be used for the
extraction of these important parameters.

The most obvious method for obtaining direct information on carrier recombination is to observe the
relaxation of the SPV signal after switch-off of super-bandgap illumination. Such monitoring of the
SPV decay provides a contactless alternative to conventional, contact-requiring PCD measurements. In
addition, SPV monitoring is much simpler than contactless PCD versions, e.g., mPCD. This approach
has been suggested and used as early as 1957 by Johnsnon [4], who extracted the same lifetime from
SPV relaxation and PCD measurements on Ge samples. Interestingly, Johnson also measured the time-
dependence of the SPV when the sample was illuminated from the back, in order to estimate the
transport time across the sample. This is, in a sense, a contactless analogue of the well-known Haynes±
Shockley experiment [90].

Johnson used a MIS structure for measuring the SPV relaxation. This is because the response time of
Kelvin probe, with is typically a fraction of a second (see Section 3.1), is clearly inappropriate for
following rapid transients. However, the minimum time resolution available with a MIS structure is
�0.1 ms at best (see Section 3.1). This value is still too large for many semiconductors, especially
direct-bandgap ones. Thus, Johnson's work was not followed by other scientists. Only in 1996, HlaÂvka
and SÏvehla attempted such measurements again, in the context of presenting improvements to the
temporal resolution of MIS structures, already discussed in Section 3.2 [216].

In an important extension of Johnson's approach, Long et al. monitored the SPV relaxation of a
Si(111) sample using PES [249]. With a temporal resolution of tens of ns, these authors had no
dif®culty in determining a bulk lifetime of 1.7 ms. Recently, Marsi et al. improved the temporal
resolution of such experiments to a fraction of a ns [693]. This was achieved by using free electron laser
illumination and synchrotron radiation, which are inherently synchronized, as the SPV excitation and
measurement sources, respectively. We note in passing that the monitoring of signal relaxation at
speci®c photoemission energies [694,695] is strongly in¯uenced by SPV variations and serves as an
indirect measure of typical relaxation times of the latter. However, such experiments are not strictly
SPV measurements and are not discussed further here.

Just like PCD measurements, SPV relaxation curves involve both bulk and surface relaxation
contributions, with no straight-forward means of separating the two. In fact, this problem is more severe
in SPV than in PCD because the former is inherently more sensitive to surface effects. Surface effects
in SPV relaxation curves were indeed found by several groups: HlaÂvka and SÏvehla clearly demonstrated
the impact of surface-trapping effects on the SPV relaxation by showing that background illumination,
which eliminated long relaxation times associated with surface trapping, reduced the apparent lifetime
from 700 to 5 ms [216]. Long et al. found that the bulk-related SPV relaxation is followed by a long
`tail' of surface-related relaxation [249]. Using numerical ®tting of the measured data, they were able to
use this surface interference bene®cially for deducing the SRV at the measured Si(111) surface. Marsi et
al. found that the SPV relaxation on the sub-nsec scale at Si(111)-(2�1) samples is non-monotonous
[693]. This was attributed by them to band-bending ¯uctuations, brought about by the different rate of
charge ¯ow to donor and acceptor surface states.
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The distinction between bulk and surface recombination rates from the observation of SPV relaxation
curves is dif®cult (both theoretically and experimentally). Therefore, several approaches which directly

yield one or the other have been suggested. For a rigorous extraction of the bulk carrier lifetime,
Munakata et al. developed an approach which is based on frequency-resolved, rather than time-
resolved, ac SPV measurements [696]. These authors have limited their studies to Si, where diffusion
lengths are relatively long. They therefore assumed that the effective SCR-edge SRV, S (which is not to
be confused with the real SRV ± see below), is much higher than the diffusion velocity, D=L. By using
low-absorption illumination, they were therefore able to use Eq. (2.71a) for the photocurrent density,
Jph. They then used Eqs. (2.72) and (2.73) to express the SPV as:

SPV � JphZeff � Jph

1

1=Req � i!Ceq

� eI�
1

1=Req � i!Ceq

� L�! � 0�����������������
1� i!�
p : (5.21)

A schematic, logarithmic scale drawing of the SPV versus frequency dependence, deduced from
Eq. (5.21), is shown in Fig. 77(a) [696]. It features two `knees'. The ®rst, !a � 1=ReqCeq, is due to the
effective impedance term, and is usually dominated by the SCR capacitance. The second, !b � 1=� ,
typically occurs at a higher frequency and can be used for direct determination of � .

The above-derived approach implicitly assumes that Req and Ceq are frequency-independent.
However, Munakata et al. have observed that this is not necessarily true, especially in the presence of a
signi®cant surface-state density [697,698]. Depending on sample properties, the above-described
approach therefore ranged between being highly useful and completely useless, depending on the
ability to identify !a and !b from an experimental curve. An example of the latter case is shown in
Fig. 77(b) [697]. Even in this more dif®cult case, !b can still be extracted using a somewhat more
complicated approach [697]. If high-absorption illumination, such that �L� 1, is used, Eq. (2.71b)

Fig. 77. (a) Schematic drawing of the SPV vs. modulation frequency (after Munakata et al. [696]). (b) Experimental SPV vs.

modulation frequency curves at a Si sample with many surface states: x's ± large �, circles ± small �, squares ± ratio of the two

SPVs (after Honma et al. [697]).
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can be used. The SPV is then given by:

SPV � JphZeff � eI
1

1=Req � i!Ceq

: (5.22)

Dividing Eq. (5.21) by Eq. (5.22), we obtain:

SPV�small��
SPV�large�� � const: � L�! � 0�����������������

1� i!�
p ; (5.23)

i.e., the problematic impedance term is eliminated. As shown in Fig. 77(b), � can be accurately
determined from the SPV ratio even when no `knee'-points are discernible in the normal low-
absorption SPV versus frequency plot.

More recently, the same basic approach has been extended towards high-speed measurement of
lifetime distribution maps [227]. If the detailed SPV versus ! plot is recorded at several points, so that
the general position of !a and !b is fairly well known, !b at all other locations can be calculated by
interpolation from the SPV at two frequencies only ± one such that !a < ! < !b, the other such that
! > !b.

The lifetime extraction technique of Munakata et al. is subject to the same set of limitations
(Eq. (5.7)) as Goodman's diffusion length extraction technique. This is because both are based on the
same equations, namely, Eqs. (2.60) and (2.61). Speci®cally, the obtained lifetimes have been shown to
be prone to back surface effects if the sample is not much thicker than L [699±701]. Moreover,
calibration charts for converting the apparent � into the true one have been suggested [700], just like in
L measurements.

While providing for an elimination of surface recombination contribution to the bulk recombination
rate, the frequency-resolved approach of Munakata et al. does not remove the temporal resolution
limitation, from which Johnson's original approach has suffered. Both measurements utilize the MIS
structure and are thus limited by the same time-constants. Thus, it is no surprise that most scientists
have preferred to extract � by determining L using Goodman's approach and the using the relation
L � ������

D�
p

.
An interesting means of surpassing the time-resolution limitations of the measurement device by

utilizing the inherently non-linear dependence of the SPV on the illumination duration was suggested
by Hamers and Cahill [702]. When using pulsed illumination, the longer the delay between subsequent
pulses, the more time the excess carriers have to relax and the smaller the ensuing SPV signal is. Using
a fast (ps) pulse train from a laser source, Hamers and Cahill measured the SPV as a function of pulse
separation. The obtained dependence contained all information about the transient processes, even
though all measurements were taken under steady-state conditions! This approach has been used by
Hamers and Cahill only in the context of scanning probe microscopy and for extracting the lifetime
associated with the junction impedance (i.e., 1=!a) at Si(111)±(7�7) surfaces. However, it is
conceivable that with further research this elegant technique could be adapted to measurements of the
bulk lifetime, using other experimental tools, in Si as well as in other materials.

We now turn our attention to techniques intended for extraction of the surface recombination rate.
These can be broadly divided into methods which measure the effective SRV at the back SCR-edge, S
(de®ned in Eq. (2.60)), and methods which measure the real SRV at the free semiconductor surface, s

(de®ned in Eq. (2.21)). Both SRVs are similar in the sense that they are de®ned as a ratio of carrier
current to the excess carrier density. However, s relies on the surface recombination rate and excess
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carrier density (for either type of carrier), whereas S relies on the overall minority carrier current and
excess density at the back SCR-edge.

In order to get an idea on the relation between the minority carrier S and s, let us consider a p-type
material, where we employ many of the simplifying assumptions used in previous developments: First,
we neglect SCR generation-recombination processes, so that Jn�0� � Jn�w� (see Eq. (2.62)). Then:

S � Jn�w�
e�n�w� �

Jn�0�
e�n�w� �

es�n�0�
e�n�w� � s � �n�0�

�n�w� : (5.24)

Using Eq. (2.8), Eq. (5.24) may be recast in the form:

S

s
� �n�0�
�n�w� �

fexp ��Fn�0� ÿ EFi�0��=�kT�� ÿ 1g
fexp ��Fn�w� ÿ EFi�w��=�kT�� ÿ 1g : (5.25)

If �n� ni, Eq. (5.25) is further reduced to:

S

s
' exp

�Fn�0� ÿ Fn�w�� ÿ �EFi�0� ÿ EFi�w��
kT

� �
: (5.26)

Assuming that the region at x > w is quasi neutral, EFi�0� ÿ EFi�w� � eVs, where Vs is the non-

equilibrium surface potential. Using the QFL approximation, Fn�0� � Fn�w�. Inserting these relations
into Eq. (5.26) yields a very simple result:

S

s
� exp

eVs

kT

� �
: (5.27)

Eq. (5.27) shows that, in general, S may be signi®cantly larger than s. Howland and Fonash studied the
relation between S and s for a Schottky barrier [545]. (As discussed in Section 2.2.2, this requires
different assumptions on the quasi-Fermi levels than those used for deriving Eq. (5.27).) These authors
studied the S=s ratio for different Schottky barrier heights and concluded that S is, in general, not a
direct measure of s, in agreement with our simple calculation. Furthermore, they theoretically studied
SCRs with a surface defect layer, so that generation/recombination processes in the SCR were included
in S. In this case, they concluded that S is not necessarily even a simple qualitative ®gure of merit for
surface quality. Thus, extraction of S and of s are discussed below separately.

Before proceeding to discuss quantitative procedures, we note that the sensitivity of the SPV to a
surface defect layer is not necessarily a disadvantage. For example, Chiang et al. used SPV
measurements in conjunction with successive electrochemical etching. This enabled them to determine
the width of the surface defective layer by measuring the etch depth for which the SPV signal stabilized
[703]. It should be noted, however, that the magnitude of the SPV variations does not directly re¯ect the
changes in S. This is because, as already emphasized in Sections 4.2 and 5.2.1, the SPV is also sensitive
to the equilibrium surface band-bending, which also changes with etching.

The most common approach for quantitative extraction of S relies on measuring Goodman plots
(discussed in Section 5.1) [12,232,233,428,506,509,628,704,705]. The value of S affects the slope of
the Goodman plot used to extract L (in both the constant SPV and the linear SPV approaches), due to the
�S� D=L�ÿ1

coef®cient in the dependence of �n�w� on I (Eq. (2.61)). Qualitatively, this is apparent in,
e.g., Fig. 63 [425], where the slope of the I��� versus 1=���� curve increases with decreasing surface
quality. If D=L is known, then the slope ratio before and after some surface treatment can be directly
translated into the S ratio before and after the same treatment [704].
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Lagowski et al. [12] noted that Eq. (5.18) show that if the surface band-bending is known, S and L
may be extracted simultaneously, from the slope and intercept of a Goodman plot, respectively. This
approach has indeed been used successfully in several studies [12,428,506,509]. Speci®cally, Hoff et al.
used scanning SPV and work function measurements for simultaneous wafer-scale maps of L, [Fe], V0

s ,
Qins, and S, thus combining several approaches discussed above for comprehensive characterization of
surface and bulk properties of Si wafers [506].

Faifer et al. suggested a novel approach to measuring S in samples which obey all limitations of the
Goodman technique (Eq. (5.7)), except for limitation (5.7)d, i.e., L� l. As explained in Section 5.1,
violation of the latter assumption causes an SPV to develop on the back surface of the wafer, if
illuminated from the front (and vice versa). By solving the continuity equation with the front and back
effective SRV boundary conditions (Eqs. (2.60) and (5.9), respectively), they have shown that:

SPVbf � const � If � Sf

�
� D

� �
; (5.28a)

SPVfb � const � Ib � Sb

�
� D

� �
; (5.28b)

where `f' (`b') refer to the front (back) surface and indexes `bf' (`fb') refer to the back (front) SPV due
to front (back) illumination. Thus, if the experimental setup is such that the front and back SPV can be
measured independently (see Section 5.1), then S at both the front and back surface can be extracted
from a `Goodman-like' plot of SPVbf or SPVfb, as a function of If or Ib, respectively. We note that the
measured Sb can then be used to calibrate the measurement of L, via Eqs. (5.10) and (5.11).

If Jph and �n�w� can be calculated and/or measured, S can be found directly from Eq. (2.69). For
example, Lile used the simpli®ed formula of Eq. (2.71b) for Jph and estimated �n�w� using auxiliary C±
V measurements in order to assess S at the InSb/In2O3 interface of an InSb-based MIS structure [74].
More recently, Yan extracted Jph from the intercept of a ln �T � SPV� versus 1=T curve (Eq. (5.17)) and
�n�w� from a solution of the continuity equation which is somewhat less restrictive than Eq. (2.61). The
limitations of the latter analysis were already discussed in Section 5.2.2.

Many attempts at the extraction of the majority carrier s rely on the extraction of �s (from which s
can be calculated), based on the Kamieniecki model for the ac SPV response, described in Eqs. (2.79) and
(2.80). Because the real part of 1=Zeff�!� contains �s, the latter can be easily found by analyzing the real
and imaginary components of the ac SPV response [625]. Measurements of �s are performed together
with w measurements in the surface charge pro®ler [235] mentioned in Section 5.2.2 and are also used
in detecting the effects of various cleaning procedures on the state of Si wafer surfaces [625±630].

A cursory version of �s measurements is already found in the work of Nakhmanson et al. [706], who
studied the dependence of both the real and imaginary parts of the SPV on the measurement frequency.
It has been further developed by Ukah et al. [482], who also studied the dependence of the ac SPV on
bias illumination. A somewhat different approach to the extraction of �s has been suggested by
Goldfarb [707] as part of the surface charge analyzer, discussed in Section 5.4.1 below. He noted that in
Eq. (2.73), the SCR width, w, is assumed to be a constant. However, this is clearly a ®rst-order
approximation because the illumination tends to reduce w. Since this reduction depends on the surface
recombination (i.e., on �s), �s can be reliably extracted from the ac SPV dependence on the illumination
intensity. Goldfarb used �s measurements for comparing the surface quality of different Si wafers.
Because �s also depends on Vs (Eq. (2.79)), a reliable quantitative comparison between different wafers
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is obtained only if all wafers are brought into a controlled Vs via application of a gate bias or an
appropriate cleaning agent. The most convenient value for this controlled Vs is in the inversion regime,
where the SPV signal is large and both �s and w are insensitive to the exact value of Vs [627,707].
However, for qualitative monitoring of different trends, �s can be used even in the absence of inversion.

Several comments are in order: First, as already noted in Section 5.2.2, by using Eqs. (2.79) and
(2.80) for extracting �s, we implicitly assume that the SCR capacitance is the dominant capacitance
term in the ac-SPV response. This assumption should always be treated with caution. For example,
Munakata has suggested that the SRV at strongly inverted Si wafers may actually be determined from
studying the capacitance term which is due to the inversion layer, rather than the depletion layer [708].
Second, we note that �s is sometimes erroneously referred to as the `minority carrier surface
recombination lifetime' [625,707], although the development leading to Eq. (2.79) clearly shows �s to
be related to the majority carriers. The true minority carrier s can be extracted, along with L and w, from
Goodman plots where w � L (see Sections 5.1 and 5.2.1), assuming one has a suf®ciently detailed and
appropriate model for the charge balance in the SCR [523].

Takahashi and Yoshita de®ned a surface time-constant different from �s, in the form � � �Qss=�eI�,
where �Qss is the photo-induced change in surface charge, as a simple indicator of surface quality. This
measure is, of course, related to the SRV. However, in calculating �Qss Takahashi and Yoshita assumed
that SPV changes are only due to surface charge changes, i.e., that photo-induced changes in Qsc are
negligible. The theory in Section 2.2.2. and, e.g., Fig. 70, show that this is not necessarily the case,
especially at high illumination intensities. Thus, this approach must be used with caution.

To conclude this section, we note that the different techniques surveyed here for the extraction of � ,
S, and s, seem to have been developed independently with little interaction between the groups
involved. Thus, a comparative experimental study of the relative strengths and weaknesses of the
different approaches has yet to be performed. Here, we have outlined the major advantages and
disadvantages of the approaches from a theoretical standpoint.

5.4. Surface states

A key strength of SPV-based methods is their inherent sensitivity to surface states. In Section 4.2, we
have demonstrated how this is used for (mostly) qualitative surface state spectroscopy. In this section,
we present quantitative SPV-based analyses, which make it possible to extract surface state energy
distributions, as well as other properties (e.g., thermal and optical cross-sections). We also discuss how
surface gap states may be distinguished from bulk gap states.

5.4.1. Energy distribution

Many SPV-based methods for determining the surface state energy distribution, Nt�E� (de®ned in
Eq. (2.23b)), are based on determining Qss�EFs�, i.e., the dependence of the surface charge on the
position of the surface Fermi level. In order to understand why that is so, let us combine Eq. (2.11) with
Eq. (2.23b), which yields:

Qss � e

Z
�Nd

t �E��1ÿ f �E�� ÿ Na
t �E�f �E�� dE; (5.29)

where f �E� is the Fermi±Dirac distribution. We approximate the latter to be equal to one below the
surface Fermi level, EFs, and to zero above it (i.e., our calculation is accurate only in the limit of
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negligible absolute temperature). Then, Eq. (5.29) reduces to:

Qss ' e

Z 1
EFs

Nd
t �E� dE ÿ e

Z EFs

ÿ1
Na

t �E� dE; (5.30)

which yields:

Nd
t �EFs� � Na

t �EFs� � Nt�EFs� ' ÿ 1

e

dQss

dE
jE�EFs

: (5.31)

Eq. (5.31) shows that Nt�E� can be measured at the energy range over which EFs can be swept. By
de®nition:

EFs � EFb � eV0
s ; (5.32)

where EFb is the Fermi level in the quasi-neutral bulk (see, e.g., Fig. 4). At a ®rst glance, modifying V0
s

via some surface treatment seems to be the obvious choice for changing EFs. However, this is
unacceptable since one must change EFs without disturbing the electronic properties of the surface.
Eq. (5.32) was used by Allen and Gobeli as early as 1962 for modifying EFs via using samples with
different EFb [710]. By studying both p- and n-type samples over the entire doping range available to
them, they were able to modify EFs at the clean Si(111) surface over a �0.2 eV range slightly below
midgap. By calculating Qsc from Eq. (2.30) and using Qss � ÿQsc, they constructed a Qss � f �EFs�
curve. Finally, Nt�E� over the probed energy range was determined using Eq. (5.31).

In the above analysis, the role of SPV measurements is limited to determining V0
s using any of the

techniques discussed in Section 5.2. Allen and Gobeli did not actually use SPV measurements at all for
that purpose. Rather, they used a combination of work function and photoemission measurements
[710]. Later, Yamagishi used the same approach in conjunction with photosaturation for a renewed
study of (oxidized and nitridized) Si(111) surfaces [572]. In addition to using samples with different
doping types and levels, Yamagishi also changed the measurement temperature over a wide range.
Thus, he was able to extend the range over which Nt�E� was measured to �0.8 eV, situated
symmetrically about midgap.

The above approach has only been used scantily [565,711]. This is because it has several signi®cant
disadvantages. First, for using a set of samples with different doping, one must assume that the surface
state distribution is the same for all samples, within experimental error. Second, one must also assume
that the surface does not undergo any reconstruction (which may modify the surface state distribution)
with decreasing temperature. However, detailed investigations of the temperature dependence of V0

s

revealed that such restructuring does take place at various semiconductor surfaces [566,568±570]. Last,
but not least, the use of different samples and different temperatures requires many measurements (of
both EFb and EFs) and is quite tedious. Therefore, an approach which makes it possible to obtain many
EFs values at the same sample was clearly called for.

In 1971, Lam suggested that the necessary modi®cation may be obtained by sweeping the gate bias
of a MIS structure [712], i.e., by modulating EFs via the ®eld effect. As explained in Section 2.1.5, the
simple charge conservation rule, Qss � ÿQsc, is no longer valid in this case and a more elaborate
analysis must be used. By taking the differentials of Eqs. (2.40) and (2.42), we obtain [712]:

dQm � dQsc � dQss � 0; (5.33a)

dVG � dVins � dV0
s : (5.33b)
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Inserting these differential relations, as well as Eq. (2.41), into Eq. (5.31) yields:

eNt�Vs� � Cins

dVG

dV0
s

ÿ 1

� �
� dQsc

dV0
s

; (5.34)

where Nt�E� is related to Nt�Vs� using Eq. (5.32). Lam measured V0
s using photosaturation for different

gate voltages. He then calculated the ®rst term in Eq. (5.34) by numerically deriving the obtained
V0

s � f �VG� dependence and the second term from Eq. (2.30) [712].
Lam's SPV-based approach is essentially an extension of previous capacitance analyses [712].

However, it features several signi®cant advantages over traditional C±V methods. First, it may be
performed in a contactless manner (see below). Second, it is easily applicable to structures with thick
insulators, where C±V methods fail due to the decreased insulator capacitance [713]. Finally, it is easier
to interpret than C±V data as it avoids frequency±dispersion dif®culties [714]. Interestingly, the
dependence of the SPVon the gate bias in MIS structures as a function of different surfaces and/or prior
illumination was used by Snitko to qualitatively detect changes in surface state distributions as early as
1959 [715]. However, no attempt at quanti®cation was made in those early measurements.

Lam's approach has found several useful applications. First, Lam himself used his approach for
studying the in¯uence of different technological steps (e.g., oxidation temperature, annealing
temperature and ambient, type of furnace, etc.) on the distribution of gap states at the Si/insulator
interface of various commercial MIS capacitors, based on both SiO2 and Si3N4 [716]. In all cases,
reasonable agreement with ac conductance data (where that method was applicable) was obtained.
Consequently, Flietner, Heilig, et al. extended the ®eld modulation approach to the study of free Si
surfaces and non-metallized Si/insulator interfaces by employing an `arti®cial' MIS structure (i.e., a
contactless gate electrode ± see Section 3.2) in conjunction with SPV-based V0

s -determining methods
discussed in Section 5.2.2 [717]. For example, the analysis based on Eq. (5.34) has been applied to the
study of HF and H2O treated Si(111) surfaces [717,718], Si(111)/lead-boro-alumino-silicate glass [713]
and Si/porous Si [719], and mostly chemically [720±725] and electrochemically [714,726,727] H-
terminated Si (111) surfaces. The same approach was used by Venger et al. to study the surface state
distribution at real Ge [568] and GaAs [569] surfaces.

As an illustrative example, consider the evolution of the surface state distribution with progressive
electrochemical H-termination of n-Si(111), shown in Fig. 78(a) [726]. It is readily observed that the
density of gap states decreases and that the state distribution shifts and widens with increasing
electrochemical treatment time. A striking correlation is found between the time at which changes in
Nt�E� are most dramatic and the time at which a pulse in the dark current of the electrochemical cell
occurs, as shown in Fig. 78(b). This indicates that the surface response is indeed electro-chemical,
rather than chemical.

The results shown in Fig. 78 are generally consistent with other investigations of Flietner et al.
[717,718,720,721,723], as well as with the earlier analyses of Allen and Gobeli [710], Yamagishi [572],
and Lam [716]. All of these show that well-passivated Si surfaces feature a `U-shaped' distribution of
surface states, which is typically symmetric about midgap. This distribution is usually related to
intrinsic defects, i.e., strained Si±Si bonds and dangling bonds, which are back-bonded to Si atoms only
[722,728]. On the other hand, peaks in the surface state energy distribution are usually interpreted as
indicating Si atoms with lower states of oxidation [728]. Thus, the transition from a narrow and large
density of surface states, situated above midgap, to a wide, smaller, and symmetric distribution of
surface states (Fig. 78(a)), clearly indicates the passivation of the Si(111) surface under study.
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In Lam's ®eld modulation approach, the minimum resolvable density of surface states is determined
by the opposing signs of the two additive terms on the right hand side of Eq. (5.34): dQsc=dV0

s is always
negative (see Eq. (2.30)) and the ®rst term must therefore be always positive to result in a positive
Nt�E�. If the terms are very close in value, the difference signal may be obscured by noise, resulting in
an unreliable measurement. Lam calculated that if the difference between the two terms is taken as at
least 10% of dQsc=dV0

s , then the minimum resolvable density increases with decreasing doping, and is
�1010 cmÿ2 eVÿ1 for a �1015 cmÿ3 doping level (at room temperature) [712]. Lam and Rhoderick
have also devised a second ®eld modulation, SPV-based Nt�E� determining tool, where the minimum
resolvable density was smaller [716,729]. However, that approach, based on analysis of small-signal
SPVs, assumed that all gap states only trap one type of free carriers ± a rather restrictive assumption.
Thus, this second approach has not been in much use. In another variant of small-signal SPV analysis,
Adamowicz and Kochowski [574] complemented SPV measurements with photoconductivity ones to
plot the SPV/�n ratio versus temperature. By assuming a distribution of donor and acceptor states
which decay exponentially from midgap, they obtained a reasonable qualitative ®t with the
experimental data. However, this approach is not suitable for direct extraction of surface state energy
distribution.

Just like the doping/temperature modulation approach, the ®eld modulation approach relies on SPV
tools only in determining V0

s . Nevertheless, studies where other V0
s -determining techniques mentioned

in Section 3.3.2 were utilized in conjunction with Eq. (5.34) were not reported until quite recently.
Kwok et al. [730] and Kobayashi et al. [731] used PES analysis to probe semiconductor/dielectric
structures, where bias was applied either by electron charging or by a biasing a thin metallic overlayer,
respectively. The main limitation of this approach has to do with the thickness of the dielectric. On the
one hand, it must be thin enough to allow the semiconductor interface to be within the probing depth of
PES. On the other hand, it must be thick enough to avoid breakdown upon bias. For example, Kwok et
al. found that reliable results could be obtained at the Si/SiO2 interface for SiO2 thicknesses of only
�20±150 AÊ [730]. Electrore¯ectance has also been used successfully for determining the surface state
distributions at the GaAs/SiO2 interface [732]. There, the main limitation was the need for a special
i/n� GaAs structure.

Fig. 78. (a) Surface state distributions at the n-Si(111) surface, obtained after various interruption times of the dark current in

an electrochemical cell. (b) Dark current and minimal Nt�E� as a function of time (after Dittrich et al. [726]).
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We now consider the limitations of analyses based on EFs modulation by either doping/temperature
or by electric ®eld. The energy resolution with which Nt�E� can be determined is limited by the
negligible-temperature approximation underlying Eq. (5.31), which is the basis of all our quantitative
analyses so far. Therefore, the energy resolution is only several kT at best [710,712]. This was vividly
demonstrated in the early work of Allen and Gobeli [710]. Based on a simple derivative of the
experimental Qss � f �EFs�, they have obtained a `U-shaped' (hyperbolic cosine) Nt�E� distribution over
the �0.2 eV range probed. However, using direct integration, Allen and Gobeli found that the same
Qss � f �EFs� curve could be obtained from many other distributions, as long as the qualitative trend
(increasing density of states away from the middle of the energy range probed) was maintained. These
distributions included two uniformly-distributed minibands, separated by �8kT, and two discrete
surface states, separated by �6kT.

Both EFs-modulating approaches are expected to fail if the sample under study has an excessive
density of either surface or bulk gap states. If the surface state density is very high, the surface Fermi
level will be pinned. Then, modi®cations of gate bias, temperature, or doping will only modify EFs by
very little, resulting in a very small energy range over which Nt�E� can be determined. For example,
Kwok et al. had to settle for a qualitative investigation of the InP/silicon nitride interface because Fermi
level pinning precluded a quantitative analysis [730]. This immediately explains why most successful
investigations described so far were limited to unpinned Si surfaces. In addition, possible hysteresis
effects due to capture of charge in surface states must be taken into account when performing
measurements as a function of gate bias [568,712,717]. If the bulk state density is very high, Qsc (and
hence Qss) can no longer be calculated from Eq. (2.30) and more general expressions must be used (see
Section 2.1.3). These, however, require detailed knowledge of bulk state energy positions and densities,
which is not necessarily available.

By studying Ge/Al2O3 interface states, Venger et al. demonstrated that even if EFs can be modi®ed by
both temperature and ®eld, the surface state energy distribution measured by the two techniques is not
necessarily identical [568]. They reasoned that the state density is lower in the temperature-based
measurements because the sample does not reach complete thermal equilibrium during thermal cycling.
Instead, only the fast surface states (the density of which is lower) react. They further reasoned that the
slow states probed by the ®eld modulation method are located slightly inside the Al2O3 ®lm, so that
tunneling is required. This makes the measured density of states an effective one because the accessible
states depend on the electric ®eld in the Al2O3 ®lm.

A different type of ®eld modulation tool, intended for the Si manufacturing industry, was introduced
by Kamieniecki and dubbed `surface charge analysis' (SCA) [624]. Kamieniecki combined the ac-SPV
approach used in the surface charge pro®ler (SCP) for measuring the surface space charge capacitance
(see Section 5.2.2) with gate-bias modulation. (Note that although it is somewhat more complex, the
SCA precedes the SCP historically, for reasons given below). Kamieniecki used a fairly thick spacer
(�10 mm) as the insulator in his `arti®cial' MIS structure, which required using fairly large biases
(� 1000 V). As a result, any built-in potential drops on the insulator (e.g., due to the CPD between
metal and semiconductor) were negligible and the charge on the gate was given simply by
Qm � CinsVG. By modulating the gate bias, Kamieniecki was able to construct a complete w versus Qm

curve, extending over the accumulation, depletion, and inversion regimes.
The Si/insulator interface state distribution is derived from the w versus Qm curve in a manner which

is similar to that of the Lam approach, but which is more simple: From the value of w, both Qsc and EFs

are easily calculated using Eqs. (2.32) and (2.33), respectively. Since Qm is directly obtained from the
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measurement, dQss can be immediately obtained from Eq. (5.33a) over any energy range dE and
inserted into Eq. (5.31) for obtaining Nt�E�.

We note that SCA can yield additional important information other than the interface state charge.
This is because it is, essentially, a contactless, non-destructive analogue of standard C±V analysis. This
is highlighted by, e.g., ac-SPV measurements which were used in conjunction with algorithms
originally devised for capacitance measurements in order to deduce the spatial variation of the space
charge density at Pt/a-Si:H samples [733]. Going back to crystalline Si wafers, the bulk type and doping
may be easily obtained from the w versus Qm curve [624]. First, the type of the sample (p or n) is
determined from the direction of the curve because for p- (n-)type samples, inversion is obtained
for positive (negative) gate charge; Second, as already discussed in the context of the SCP and just
like in textbook C±V analysis (see, e.g., [25] and [30]), the doping level can be easily calculated from
the maximal value of w. The induced charge necessary for obtaining ¯atband conditions is also easily
read off w versus Qm curves by identifying the cross-over between the depletion and accumulation
regimes. We also note that the cross-over between different regimes can be identi®ed even using dc
SPV (and corona-discharge-induced biasing) [734], but the possibilities for quantitative analysis are
more limited.

In all analyses so far, we have assumed that there is no ®xed charge in the insulator ± an assumption
which incorrect for industrial Si-based MIS structures. Fortunately, this does not affect the results
presented because a ®xed, additive surface charge term (which can be lumped into Qss) does not modify
the Nt�E� ' dQss=dE calculation. It is reasonable to assume that if EFs is where the minimum of the
`U-shaped' distribution is obtained (typically around midgap for passivated Si wafers), the net interface
state charge is negligible, due to the symmetry of donor and acceptor states on the two sides of the
`U-curve'. Thus, if the insulator is thick enough so that Qm can be determined directly, Qins is simply
given by Qm ÿ Qsc. This type of calculation is usually performed in the context of SCA [624], but can
used in conjunction with other means of determining Qsc [713,735].

SCA (`contactless C±V analogue') offers several advantages over the use of standard C±V analysis.
This is because many dif®culties are encountered when attempting to apply the latter approach to
industrial monitoring of Si wafers [736]. The most important problem is that post-processing steps are
required in order to fabricate test MIS structures on the Si wafer. This is time consuming and costly and
cannot be performed regularly. Thus, problems may go undetected for several production lots.
Moreover, the source of contamination and/or intrinsic defects may be obfuscated by the additional
processing steps and wafers with only native oxides cannot be studied using C±V analysis. Finally, in
the latter analysis the insulator charge inferred from the ¯at-band voltage is weighted [25], i.e., charges
closer to the Si/SiO2 interface are weighted more than those close to the SiO2/metal interface. In SCA,
measurements do not require any further processing. Moreover, since the SiO2 layer is only a small
fraction of the total insulating spacer used, the measured charge is practically unweighted because all of
it is effectively very close to the Si/SiO2 interface.

Due to its advantages, SCA was introduced in 1989 by Kamieniecki [624] as a commercial tool
[234]. In the same year, Kamieniecki and co-workers from Digital demonstrated its usefulness for
studying the effect of Si wafer cleaning [737] and of ambient air in®ltration [738] on surface
passivation and oxide charge. Soon thereafter, Murali et al. of Intel published a comprehensive study
which established SCA as a valid and useful technique for in-line monitoring of micro-contamination
and process-induced damage [736]. Ajuria et al. of Motorola directly compared SCA and C±V
measurements as methods for detecting ionic impurities in Si/SiO2 structures [739]. They concluded
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that the two do not necessarily yield the same results because the additional processing steps required
for the C±V analysis may modify the oxide charge. However, both techniques show the same trends in
surface charge with respect to any process studied. Of the two tools, SCA was determined to be far
more sensitive and less erratic than C±V.

Today, SCA is a well-established industrial tool. Some notable recent publications of its use by
semiconductor manufacturing companies include: Studies of the activity of HF/H2O treated silicon
surfaces in ambient air [740] (Digital), Real time oxidation monitoring [741] and damage evaluation of
reactive ion etching [742] (IBM), evaluation of pre-cleaning effects on thermal oxide ®lms [743]
(Seiko-Epson), characterization of rapid thermally grown dielectrics [744,745] (Sharp), and in-line
monitoring of oxide charge [498] (SGS-Thomson).

Naturally, the SCA is not without disadvantages: It is not well-suited to the study of bare Si wafers,
mostly due to surface-state-related hysteresis encountered in the w versus Qm curves [737]. In addition,
the high bias required for its operation, as well as the mylar spacer used in the device, may modify the
bare surface. These disadvantages are overcome by using the more simple surface charge pro®ler (see
Section 5.2.2), which does not use gate biases or spacers. Thus, the latter device can be easily used for
the study of bare surfaces, at the expense of sacri®cing some of the SCA capabilities.

For completeness, we note that in a different ac-SPV based approach, Shimizu et al. determined the
surface charge by analyzing the frequency dispersion of the ac-SPV and extracting the capacitance
terms which are due to interface states, instead of assuming that all capacitive response is due to the
depletion region [735]. If in doubt about the source of the effective capacitance in the ac-SPV response,
studying the frequency±dispersion of the SPV signal before proceeding with quantitative analyses is
always a good idea.

We brie¯y describe a different tool for the distinction between ionic and surface-state charge at
Si wafer surfaces ± the frequency dispersion of saturated-SPV measurements, as in Fig. 72(b)
[509,586,595±601]. In Section 5.2.1, we have already noted that characteristic `knees' can be observed
in the SPV versus frequency curves, which are associated with insuf®cient re-emission of trapped
charge in the dark. If all surface charge is ionic, this effect is absent and the frequency dispersion curve
should remain ¯at up to f � 1=�bulk. Any decrease in the SPV indicates a partial contribution of surface
trapping, and hence surface states. If (and only if!) all surface charge is compensated by trapping, it can
be calculated from the difference of the SPV before and after the `knee'. This interpretation is in
disagreement with that of Lowell et al. (see, e.g., [596]), who interpreted a ¯atter gradient at a `knee' as
indicating that surface-state charge dominates over ionic charge.

All the methods reviewed in this sub-section so far relied on indirect modi®cation of the surface state
population, by means of temperature, electric ®eld, or super-bandgap illumination. In Section 4.2, we
have shown that direct excitation of surface states with sub-bandgap illumination has been very
successful in determining the approximate energy position of surface states. Thus, it seems natural to
extend these methods for quantitative characterization of surface state distributions, by considering the
derivative of the SPV signal with respect to the exciting photon energy. As already noted in Section 4.2,
the inherent dif®culty with such an approach is that the sub-bandgap SPV signal is always affected by
both the density of states and the optical cross-section of the states, with the separation between the two
being very problematic.

Kronik et al. demonstrated theoretically and experimentally that derivative sub-bandgap SPS can be
used for extracting the surface state distribution, if the SPV signal is saturated at each photon energy
used [603]. This typically requires the use of a high-intensity tunable source, e.g., a tunable laser.
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Consider, for example, a depleted n-type semiconductor surface, where the surface band-bending is due
to trapping of electrons in surface states. Let us assume that the surface states in question have non-
negligible optical cross-sections only with the conduction band. A saturated SPV signal then indicates
that all states whose energy separation from the conduction band is smaller than h� have been emptied
out. Then, any small change in the surface potential (i.e., an SPV), due to a small increase, ��h��, in
the incident photon energy, is due to the evacuation of an additional charge, �nt, whose excitation
energy is between h� and h� ���h��. In other words, the change in surface potential with increasing
photon energy must be attributed to changes in the density of states probed alone. Changes in the
optical cross-section (which re¯ects the probability of absorption) are made irrelevant because the state
is completely emptied out regardless of the value of the optical cross-section. Thus, the surface electron
density over the energy range d�h�� is given by the simple relation:

dnt � nt�h� � dh�� ÿ nt�h��; (5.35)

where an independent measurement of V0
s is required for calculating nt from Vs via the depletion

approximation expression, nt �
���������������������
2�nbjVsj=e

p
. Then, Nt�E� can be obtained from nt�E� via the Fermi-

Dirac distribution. Note that the analysis of Kronik et al. shows that the derivative of the SPV does not
re¯ect the surface state distribution even if the optical cross-section is constant, due to the square root
dependence of nt on Vs.

The chief advantage of this approach is that since it does not assume a negligible temperature, its
energy resolution is much better than that of the previous approaches [603]. Another reason for the
improved accuracy is that due to the square root dependence on Vs, even relatively large errors in
determining V0

s are translated into small errors in nt. A signi®cant disadvantage, however, is that it is
strictly valid only for unipolar excitation. For optical interaction with both bands, Eqs. (2.13) and (2.18)
show that a given surface state does not empty out at high illumination intensity. Rather, its population
reaches a steady-state value of nt � �nNt=��n � �p�. However, if this complication is ignored and the
analysis of Eq. (5.35) is pursued nevertheless, the results are still expected to approximate the true
distribution reasonably well because the dependence of the optical cross-section ratio on the photon
energy is very frequently weaker that that of the optical cross-section itself [603]. Thorough
investigations of this approach, or detailed comparisons with the other tools discussed in this section,
have yet to be performed.

5.4.2. Properties

Apart from the surface state energy position (if discrete) or distribution (if continuous), many other
important surface state properties can be determined. These include the surface state density, Nt, its
electron (hole) density, nt (pt), its thermal cross-sections for electrons and holes, kn and kp, and its
optical cross-sections for electrons and holes, �n and �p. (All quantities have been de®ned in
Section 2.1.2). Many approaches for extracting surface state parameters from various SPV
measurements, especially time-resolved ones, have been devised. These approaches can be broadly
categorized into two groups. The ®rst group involves direct excitation of the surface-states under study
via sub-bandgap excitation. The second group involves indirect modi®cation of surface state population
via trapping of free carriers induced by super-bandgap illumination. Many of the approaches given here
can be modi®ed to the study of bulk states, taking into account that the free carrier density is that of the
bulk (or the SCR), rather than that of the surface.

160 L. Kronik, Y. Shapira / Surface Science Reports 37 (1999) 1±206



Lagowski et al. were the ®rst to use time-resolved SPV measurements for a quantitative extraction of
surface state properties, soon after the introduction of SPS [110]. A typical transient SPV curve,
obtained at a basal CdS surface, where some speci®c quantities pertinent to the analysis of Lagowski et
al. are highlighted, is given in Fig. 79 [110].

Many analyses of transient curves as in Fig. 79 (including that of Lagowski et al.) make two
signi®cant assumptions. The ®rst assumption is that of unipolar excitation. Namely, transitions
involving minority carriers are neglected (see Section 2.2.3 above). We continue our discussion
assuming an n-type material with electron transitions between the conduction band and the surface
state. A similar analysis may be performed for hole transitions involving the valence band. The second
assumption is that all generation and recombination transitions are assumed to involve only one surface
state.

Under these assumptions, it may seem at a ®rst glance as though kn and �n can be obtained
immediately by ®tting the transient `light-on' and `light-off' curves with exponential curves. However,
this is usually incorrect. To understand why, let us reconsider the unipolar rate equation (Eq. (2.81)),
reproduced here for convenience:

dnt

dt
� ÿgth

n ÿ gopt
n � rth

n � ÿ�opt
n Int ÿ cnn1nt � cn�Nt ÿ nt�ns: (5.36)

As opposed to the generation terms, the recombination term in the above equation is not proportional to
the surface state occupation. The reason is that ns, the electron (volume) density at the surface, depends
on Vs (via Eq. (2.27)) in the case of the FQL approximation). Vs obviously changes during the SPV
transient, which makes Eq. (5.36) a non-linear differential equation.

Inspection of Eq. (5.36) shows that the `light-on' part of the transient SPV curve can yield the optical
cross-section only if the problematic recombination term (as well as the less problematic thermal
generation term) are negligible with respect to the optical generation. This may require high-intensity
illumination, depending on the �n=cn ratio. If the optical generation term can be made to dominate,
then nt decreases with a time constant of �on

n � 1=��nI�, from which �n can be extracted. This approach
was used by Kronik et al. [746], who observed that in the initial part of the `light-on' SPV transient
(where the excess carrier density was not very large), obtained at the CdTe(100) surface using high-
intensity illumination, an exponential rise was indeed observed. Moreover, they ®tted the transient SPV
curve for several illumination intensities and obtained a �on

n which was inversely proportional to I, as
appropriate.

The time-constant ®tted to the SPV curve can be equated with �on
n only if the SPV is small enough to

assume that it is proportional to dnt. For example, combining the depletion approximation (square root)

Fig. 79. Sub-bandgap (h� '0.5 eV) transient SPV curve, obtained at a basal n-CdS surface. Speci®c quantities pertinent to

quantitative analysis are noted (after Lagowski et al. [110]).
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form of Eq. (2.30) with Eq. (2.23) yields [110]:

Vs � C1 ÿ n2
t

C2
2

; (5.37)

where C1 is the contribution to the surface potential of other surface states (the charge of which was
assumed above to remain constant even under illumination), and C2 �

��������������
2�nb=e

p
. If C1 is negligible, the

SPV�t� curve can be converted to a nt�t� curve provided that V0
s is known [603]. In any case, the

relation between the time-constants of the SPV�t� and nt�t� curves must be examined.
In the `light-off' part of the SPV response, the recombination term in Eq. (5.36) dominates by

de®nition, so that the relaxation of the sub-bandgap SPV is not expected to be exponential. An elegant
demonstration of this non-exponential nature was given by Kuhlmann and Henzler, who studied sub-
bandgap SPV transients at the Si(111) surface [747]. These authors de®ned a time-dependent relaxation
time-constant, ��t�, in the form:

��t� � ÿ SPV

d�SPV�=dt
; (5.38)

which can be directly calculated from the experimental SPV decay curve. By plotting ��t� versus the
SPV, they noticed that ��t� increases as the SPV decay proceeds. This observation is an immediate
consequence of the mathematical form of the recombination term in Eq. (5.36). As the SPV decays, the
surface barrier increases, so that ns is reduced, the surface recombination is slowed, and its effective
time constant increases. Kuhlmann and Henzler further noted that ��t� did approach a constant value
towards the end of the relaxation, where only a residual SPV (�0.1 mV) remained. This is also
expected from Eq. (5.36) because the deviation from the linearity of the equation, introduced by the
SPV, may be neglected if the latter is much smaller than kT=e. Therefore, the constant value of ��t�,
obtained towards the end of the SPV relaxation (if observed), can be used as a reliable indicator of
surface recombination rates. Unfortunately, using Eq. (5.36), we obtain a relaxation time constant of
�off

n � 1=cn�n1 � ns�. Thus, cn (and hence the thermal cross-section, kn � cn=vn ± see Eq. (2.17)) can be
obtained only if ns can be estimated.

We now consider the approach suggested by Lagowski et al. for a complete extraction of surface
state properties [110,748]. In the following, the superscripts `0' and `1' denote steady-state conditions
in the dark (i.e., equilibrium) and under illumination, respectively. Lagowski et al. measured V0

s

using photosaturation, so that V1
s was also immediately known because, by de®nition, SPV � V1

s ÿ V0
s .

They then built an additional set of equations for the remaining ®ve unknown surface state pro-
perties of interest ± Nt, kn, �n, n0

t , n1
t . Two equations for these quantities are obtained from the

steady-state solutions of Eq. (5.36) in the dark and under illumination, using the FQL approximation.
They are:

�Nt ÿ n0
t �nb exp

eV0
s

kT

� �
� n0

t Nc exp
Et ÿ Ec

kT

� �
; (5.39a)

�nIn1
t � cn�Nt ÿ n1

t �nb exp
eV1

s

kT

� �
ÿ cnn1

t Nc exp
Et ÿ Ec

kT

� �
: (5.39b)

Two more equations are obtained from the speci®c form of the Poisson equation used above, Eq. (5.37),
in equilibrium and under steady-state illumination, which introduces a sixth unknown constant ± C1.
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Due to the additional unkown, two more equations, which must rely on the transient parts of the curve
in Fig. 79, not used so far, must be introduced.

As both the `light-on' and the `light-off' transients are non-exponential, Lagowski et al. concentrated
instead on the measured slopes of the SPV curve, obtained immediately after switching the light on and
off (see Fig. 79). Inserting Eqs. (5.39) into the rate equation (Eq. (5.36)), and using the derivative of
Eq. (5.37), they obtained:

dnt

dt

����
t�t�

0

� ÿ C2

2jV0
s j1=2

_dVs

dt

����
t�t�

0

� ÿ�nn0
t I; (5.40a)

dnt

dt

����
t�t�

1

� ÿ C2

2 V1
s

�� ��1=2

_dVs

dt

����
t�t�

1

� �nn1
t I; (5.40b)

where t�0 (t�1 ) refers to the time immediately after illumination switch-on (switch-off).
By simultaneously solving Eqs. (5.37), (5.39) and (5.40), a complete characterization of the surface

state is obtained. This approach has indeed been used for the complete characterization of surface states
at CdS [110,362], GaAs [319], ZnO [401], CdSe [377] and CdTe [749] surfaces. Moreover, if the SPV
transients are analyzed at many different wavelengths, the dependence of the optical cross-section on
the photon energy can be constructed [378,623].

As always, the above analysis is not without limitations. When several surface states are detected
using SPS, the assumption that each one may be selectively excited is very problematic. This casts a
signi®cant doubt over the application of the algorithm in such cases and has probably limited the actual
use of the approach. Even if only one state is optically excited, other states may still in¯uence the
results via trapping of the excited carriers (see Section 2.2.3). We have shown theoretically that the
analysis can be extended by: [623] (a) replacing the constant C1 in Eq. (5.37) with a detailed accounting
of all surface charge, (b) writing a rate equation of the form of Eq. (5.36) for each of the states involved,
and (c) recording as many SPV transients as there are types of surface states. Thus, the properties of all

surface states may be extracted. Moreover, as C1 is eliminated from the equations, V0
s may also be

determined along with the other parameters, resulting in yet another technique for its extraction. This
extension has not been tested experimentally yet. As explained in Section 2.2.3, if surface transitions
involving the minority carriers are identi®ed in the SPV spectra (i.e., the unipolarity assumption is
invalidated), analytical results are dif®cult to obtain. Nevertheless, judging by the above developments
it seems that the information can be extracted from a suf®cient number of SPV transients, with the aid
of numerical simulations. This has not been performed yet either.

A different assumption behind the algorithm of Lagowski et al. is that steady-state conditions are
indeed obtained in the dark and under illumination. If the surface states are in poor communication with
the bulk, this is not necessarily true. However, Balestra et al. have shown that the approach is easily
extended to this case by making the necessary modi®cations in the rate equation [748]. Experimentally,
the success of the approach critically depends on the ability to obtain an accurate reading of the slopes.
This explains why it has been mostly applied to II±VI compounds, where transients are typically slow
enough to be followed with a Kelvin probe. If a MIS capacitor, or other faster approaches, are used, one
must ascertain that the illumination is chopped with a frequency low enough to retain the true steady-
state value of the SPV.
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Several attempts at extracting the optical cross-section from steady-state sub-bandgap SPV
measurements have also been reported. Musatov and Smirnov [338] suggested that if the SPV is small
enough, it is expected to be proportional to the photo-current, where the latter is simply equal to egopt

n .
Assuming further that the population of the surface states is approximately constant, the dependence of
the SPV on the photon energy is then expected to directly follow the dependence of �n on h�. This
enables the measurements of the latter dependence, at least in arbitrary units. There are two very
signi®cant assumptions behind this approach. First, the surface state involved must be discrete, or some
of the SPV may be due to an increase in the density of states accessible to excitation with increasing
photon energy (see Section 5.4.1). Second, the optical current is expected to re¯ect egopt

n only if

recombination can be neglected, which is a strong assumption. We also note that the �=k ratio has been
extracted from analyzing the dependence of the SPV on photon energy [296] or illumination intensity
[113]. Note that this requires detailed knowledge on other parameters (e.g., defect density) and thus is
not very general.

We now consider the quantitative analysis of super-bandgap SPV data. In this case, the surface states
are not excited directly. Rather, their population is modi®ed via trapping of photo-induced excess
carriers from the bands. Accordingly, they are used mostly for assessing the thermal cross-section
(which controls thermal generation and recombination), as well as the state energy position, which also
in¯uences emission rates. Again, the most signi®cant algorithm has to do with the analysis of the SPV
transient. In many cases, the SPV relaxation is composed of a fast component, followed by much
slower `tail'. A typical example is shown in Fig. 80(a) [604]. The slow SPV tail can be explained as
follows [295,604,750±752]. During illumination, minority carriers, which are swept in the direction of
the surface by the electric ®eld in the SCR, are trapped in surface states. The fast decay immediately
after illumination switch-off is due to electron-hole recombination in the bulk. In its wake, the trapped
minority carriers must be emitted in order to re-establish thermal equilibrium. This is a much slower
process than inter-band recombination, resulting in the SPV `tail'.

If re-trapping of charge can be neglected, then according to Eq. (5.36), the typical time-constant of
the slow SPV decay would be:

� � 1=cnn1; (5.41)

where again we assume electron emission with no loss of generality. Just like in the case of optical
emission of surface carriers, here too the assumption that recombination is negligible and the process it
truly exponential must be examined with caution. It is typically found that for times which are long
compared to the inter-band recombination, but at which a signi®cant re-trapping of charge has not taken
place yet, the SPV is indeed reasonably exponential, as shown in Fig. 80(a). Thus, � can indeed be
de®ned and extracted.

The time constant � does not have to be extracted directly from time-resolved measurements.
Alternatively, it may be found by performing frequency-resolved measurements, as in Fig. 72(b). As
discussed in Section 5.2.1, if the chopping frequency exceeds 1=� , trapped minority carriers are not re-
emitted in the dark, so that the overall SPV is reduced. Thus, � may be found from the inverse of
characteristic knees in the SPV versus frequency curve. This approach has been used successfully with
both saturated [509],[586],[595±601] and non-saturated [294,295] SPV.

The direct monitoring of SPV relaxation transients is an extension of similar ideas commonly applied
for characterizing bulk states [30]. In the latter case, the population of the bulk states is typically driven
away from equilibrium using an electrical or optical pulse, and the charge emission process is followed
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by monitoring capacitance or current transients. Lagowski et al. [604,750] and independently Estrada
[751] have suggested that the identi®cation of gap states based on the SPV transients may be facilitated
by the use of the `rate window' concept, known as deep level transient spectroscopy (DLTS) [30]. In
`rate window' analysis, one monitors the difference signal:

SPV�t2� ÿ SPV�t1� � const � exp�ÿt2=�� ÿ exp�ÿt1=��� �; (5.42)

where t1 and t2 are pre-selected. It is easy to show that this difference signal is maximal when
� � �t2 ÿ t1�= ln�t2 ÿ t1�. Therefore, characteristic peaks, indicating individual gap states, appear when
t2 ÿ t1 is varied (typically keeping t2=t1 constant), as in Fig. 80(b), or when the temperature, and hence
� , are varied for a ®xed t1 and t2, as in Fig. 80(c). Hybrid SPV-DLTS analysis was also used
successfully in conjunction with a scanning MIS capacitor in order to detect gap state distributions in
GaAs [750] and areas with different gap state characteristics in CdTe [753]. Recently, a high-resolution
SPV-DLTS map, using STM-based sensing of the SPV, was also demonstrated [754].

By inserting Eqs. (2.16) and (2.17), which express n1 and cn, respectively, into Eq. (5.41) and
by explicitly expressing the thermal velocity, vn, in terms of temperature and electron mass, we

Fig. 80. (a) Super-bandgap transient SPV curve, obtained at an n-type GaAs wafer at room temperature. (b) DLTS analysis of

the SPV relaxation ± ®xed temperature, variable `rate window'. (c) DLTS analysis of the SPV relaxation ± ®xed `rate window',

variable temperature. (d) Thermal activation plot of the `tail' time-constant extracted from the SPV relaxation (after Lagowski

et al. [604,750]).
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obtain [30]:

1

�T2
� nkn exp��Ec ÿ Et�=kT �; (5.43)

where n � vnNc=T2 � const. Thus, just like in conventional DLTS, a logarithmic plot of 1=��T2�
versus temperature should yield a straight-line, as in Fig. 80(d), from which both the energy position
and the thermal cross-section of the gap state involved can be easily derived [295,604,750,751].

Several important comments on Eq. (5.41) are in order. First, it has been used successfully long
before `rate window' concepts were introduced to SPV (see, e.g., [295]). Second, a similar analysis may
in principle be applied even if the surface states trap majority carriers. This case is less frequent since
majority excess carries are typically swept away from the surface. However, they may still be
preferentially trapped, depending on the ratio between the electron and hole thermal cross-sections (see
Section 5.2.1). If that is indeed the case, the slow and fast components of the SPV relaxation must have
opposite signs, as in Fig. 73(a). Third, SPV±DLTS, like all SPV tools, is sensitive to both surface and
bulk states. Accordingly, SPV±DLTS can be used as a contactless alternative to conventional DLTS.
Fourth, the dependence of the steady-state SPV on temperature, using both super-bandgap [295,303]
and sub-bandgap [294,295,303] illumination, is also frequently exponential and can be used to yield an
`activation energy'. However, since the steady-state SPV depends on many factors, the precise physical
meaning of this activation energy must be examined with caution. For example, if the SPV is
proportional to the excess carrier density, it may indicate the activation energy of shallow acceptors
[294]. If it is governed by the surface charge, it may indicate a surface state energy [303], etc. Fifth, as
mentioned above, if carrier trapping during the slow SPV relaxation is not outright negligible,
Eq. (5.41), and hence Eq. (5.43), cannot be used. It was shown that even in the presence of trapping the
transient might still be approximately exponential, albeit with a modi®ed � [755].

Liu and Ruda reported an interesting `pump-probe' two beam extension of transient SPV analysis,
applied to the study of semi-insulating GaAs ®lms, where the Dember potential dominates the SPV
response [755]. They noted that in the limit of a small-signal SPV, Eq. (2.92) reduces to:

SPV � kT

e
��n ÿ �p� �n

�0

; (5.44)

so that the small-signal, Dember-related SPV is inversely proportional to the dark conductivity of the
sample. If a simultaneous `optical bias' illumination pulse is applied, �0 shall re¯ect the conductivity of
the sample under this illumination. Therefore, in this case SPV measurements can be used for
contactless monitoring of the photoconductivity.

Liu and Ruda have recorded the `light-on' and `light-off' response of the SPV signal to the
(independent) optical bias illumination, as shown in Fig. 81(a). It is readily observed that the Dember-
related SPV decays rapidly upon illumination, due to the sudden photo-induced increase in
conductivity. However, its increase upon switch-off of the optical bias is much more gradual due to
the slow release of captured carriers. The ensuing activation energy of the process was determined
using a ��T� plot. At some range of low temperatures, it has been found that after the optical bias is
switched-off, the SPV increases rapidly to a value which is much larger than that found before the bias
was applied and slowly decreases towards that value afterwards. This is shown in Fig. 81(b). As this
phenomenon cannot be explained using the trapping mode, it was interpreted in terms of an optically-
induced metastable transformation of the EL2 defect, which decays thermally after bias switch-off.
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Fig. 81. Pump-probe SPV measurements of semi-insulating GaAs samples: (a) Optical bias illumination (top) and a

characteristic SPV transient response to it (bottom), recorded at 280 K. (b) Optical-bias-induced SPV transients at various low

temperatures (after Liu and Ruda [755]).
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All super-bandgap SPV based approaches presented so far assumed unipolarity. This assumption is
eminently suitable for studying the thermal cross-section of surface traps, but is obviously not suitable
for studying the thermal cross-sections of surface recombination centers, which by de®nition interact
with both bands. In one of the earliest quantitative parameter extraction from SPV data, Brattain and
Garrett combined SPV, ®eld effect, conductivity and photoconductivity measurements for extracting the
kn=kp ratio at Ge surfaces, based on the small-signal SPV equation (Eq. (2.57)) [68]. Using ®eld effect
and conductivity measurements to assess @Qss=@Vs, photoconductivity measurements to assess �p, and
calculating @Qsc=@�p and @Qsc=@Vs, they were able to determine the remaining term in Eq. (2.57),
@Qss=@�p. The latter strongly depends on the kn=kp ratio, which was thus found. Measuring the SRV as
well, Barattain and Garrett were able to give absolute numbers for kn and kp. In the 1970s, the kn=kp

ratio was also determined from the dependence of the small signal SPV on temperature [756] and by
®tting the SPV=f ��p� curve [366].

To conclude this sub-section, we note that in simple situations (one dominant surface state, unipolar
interaction), surface state parameters may be extracted using relatively simple, analytical approach.
Such extraction is considerably more complicated in more complex scenarios. Nevertheless, the
examples given above show that with a suf®cient number of well-designed SPV measurements, backed
with numerical simulation, quantitative characterization of surface states can be performed even in
dif®cult cases.

5.4.3. Distinction between surface and bulk states

In most quantitative approaches outlined in Sections 5.4.1 and 5.4.2, it was tacitly assumed that all
gap states probed reside at the semiconductor surface. It has been already emphasized in both the
theoretical (Section 2.2.3) and qualitative (Section 4.2) discussion of gap-state-related SPV data, that
this is not necessarily true. In fact, most of the surface-state-related tools explored in the preceding sub-
section can and have been applied to the investigation of bulk states, with little or no modi®cation.
However, the distinction between surface and bulk states is very important because a misassignment of
the gap-state site may result in mistaken conclusions as to the performance of the tested material or
structure. Two qualitative tools were suggested in Section 4.2 for distinguishing between surface and
bulk states: (a) comparison of SPS features before and after various surface or bulk treatments,
attributing persistent features to the bulk or surface, respectively. Speci®cally, reversals of the sign of
the SPV at the same energy position were taken as indicating bulk states. (b) Assignment of SPS
features to the bulk or surface according to whether or not they also appear in photoconductivity
spectra, respectively. Here, we discuss some quantitative criteria for distinguishing surface states from
bulk states.

One indirect quantitative tool for detecting bulk states, already suggested in Section 5.2.1, is the
identi®cation of an ideality factor of � � 2 in SPV� f �I�, as in IÿV analysis [366,612]. There are two
signi®cant problems with this approach: (a) The SCR recombination must be high for � to change
signi®cantly. Thus, such analysis is unsuitable for discerning the origin of subtle features in SPS, which
may correspond to fairly low defect densities. (b) Even when � � 2 is observed, it is not linked to any
speci®c state.

An interesting indirect analysis of the recombination paths in FeS2 was presented by Bronold et al.
[757]. These authors measured the temperature dependence of the super-bandgap SPV and attempted to
®t the measured data using the known metallic nature of the free FeS2 surface. However, use of thermal
emission models resulted in SPV values which were more than twice the measured ones. Additionally,

168 L. Kronik, Y. Shapira / Surface Science Reports 37 (1999) 1±206



if SCR recombination was included, a ®tting of the temperature dependence was obtained only for a
bandgap value of about half its true size. Bronold et al. have therefore suggested that due to the defect
chemistry of the FeS2 surface, there exists a thin surface layer which is effectively very highly doped.
Thus, they have suggested that the results may be rationalized only if excess carriers are lost via both
SCR recombination and tunneling across the thin, highly-doped surface barrier. While elegant, this
analysis is clearly case-speci®c.

It is reasonable to expect that for obtaining more direct information on the site of the state, the
population of the state must be modi®ed via direct excitation. Let us examine the quantitative difference
between such charge modi®cation in surface and in bulk states: In the depletion approximation, a
combination of Eqs. (2.24), (2.32) and (2.33) yields Vs � ÿQ2

ss=�2���. Thus, if the illumination induces
a surface and bulk change of �Qss and ��, respectively, the SPV is given by:

SPV � ÿ 1

2�

�Q0
ss � �Qss�2
�0 � �� ÿ �Q

0
ss�2
�0

" #
; (5.45)

where the index `0' denotes equilibrium, as usual. If the illumination modi®es only the surface charge
or the bulk charge, Eq. (5.45) can be further reduced to:

SPV � ÿ �Qss�2Q0
ss � �Qss�

2��0

; for fixed bulk charge; (5.46a)

SPV � �Q0
ss�2��

2��0��0 � ��� ; for fixed surface charge: (5.46b)

Leibovitch et al. suggested that Eqs. (5.46) can be used as a basis for distinction between surface and
bulk states, by relying on the dependence of the SPV on illumination intensity [116]. Their arguments
follow. Whereas in Eq. (5.46a) the SPV � f ��Qss� dependence is super-linear, the SPV � f ����
dependence in Eq. (5.46b) is sub-linear. Since the dependence of �Qss and �� on I, the illumination
intensity, may itself be sub-linear, the overall SPV � f �I� dependence may be sub-linear even in the
case of surface excitation. Thus, observation of a sub-linear SPV � f �I� dependence does not tell us
anything about the surface state site. However, identi®cation of a super-linear dependence, even over a
limited portion of the SPV � f �I� curve, is a de®nite indicator of surface states. For con®rming this
approach experimentally, Leibovitch et al. compared the SPV � f �I� curve of a device grade InP
sample with a damaged surface (which is dominated by surface states) with the SPV � f �I� curve of a
Fe-doped sample, dominated by bulk states, as shown in Fig. 82. A super-linear response is clearly
observed for the surface states, but not for the bulk states, as appropriate.

In a somewhat similar approach, Lagowski et al. suggested earlier that Eqs. (5.46) can be used for
site assignment based on monitoring the super-bandgap SPV transient curve [604]: due to the square
dependence of the SPV on �Qss in the case of surface excitation, an exponential decay of nt due to
carrier emission, with a time constant of � , would result in both � and �=2 exponential components in
the SPV curve. Conversely, only a � component would be observed in the case of bulk excitation, due to
the lack of a non-linear term.

Leibovitch et al. have further suggested that the high intensity end of the sub-bandgap SPV� f �I�
curve can also be used for site assignment [116]. For bulk states, the shift of the SCR edge with
increasing illumination is expected to modify the density of bulk states accessible to excitation which
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produces a SPV signal (i.e., which is in the SCR). This should result in a gradual (`soft') saturation,
whereas for surface states a `hard' saturation is expected. This conclusion was also backed by
numerical simulations. In Fig. 82, a `soft' saturation is indeed observed for the bulk state. For the
surface state, saturation is not achieved. However, in a subsequent study Kinrot et al. veri®ed that a
`hard'-saturation producing state was indeed a surface state, as it disappeared after surface modi®cation
[357]. This criterion should nevertheless be used with caution as it is somewhat subjective, with the
terms `soft' and `hard' not being strictly de®ned.

For scenarios involving one gap state, with selective excitation of either the bulk or the surface, the
approaches given above seem to offer a clear method for site assignment. However, calculations or
experiments which attack more complicated scenarios, (e.g., multiple states, surface trapping of bulk
excited carriers and vice versa, etc.), have not been performed yet.

5.5. Thin ®lms and heterostructures

In Section 2.2.5, we have shown theoretically that SPV measurements are sensitive not only to the
surface SCR, but rather to any region within the sample, where absorption followed by charge
separation may take place. Surprisingly, until recently this effect has found little use in SPV analyses, as
almost no attempt at studying homojunctions, heterojunctions, or multilayer structures has been made.
Thus, the only buried SCR to be studied, if any, has been due to non-Ohmic back contacts.

An elegant example of such a study is that of Kramer et al. [758], who investigated the SPV of semi-
insulating CdS crystals by mounting a transparent electrode on a thin spacer on both sides of the
sample. This formed a `double MIS structure', which made it possible to illuminate the structure on
either side. By systematically modifying the temperature, ambient, and illumination penetration depth,
as well as making use of complementary photoconductivity measurements, Kramer et al. were able to
separate the contribution of the front SCR, back SCR, and the Dember effect to the overall measured
SPV signal. Some additional examples of back-contact effects were discussed in Section 5.1, in the
context of diffusion length measurements. However, there these effects were generally considered as a

Fig. 82. Sub-bandgap SPV=f�I� curves of InP samples. `�' ± device grade sample with damaged surface. `�' ± Fe doped

sample. Inset: Logarithmic plot of the same curves, in arbitrary units, used for determining the super- or sub-linear nature of

the curves (after Leibovitch et al. [116]).
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nuisance and suppressed as much as possible. SPV-based charge mapping at the buried interface of
silicon-on-insulator wafers was mentioned in Section 5.2.1 [589].

Some signi®cant, yet isolated, SPV studies which were designed to study buried interfaces were
presented in the early 1980s [759±761] and are discussed in more detail below. However, a
concentrated effort at applying SPV measurements to the analysis of bi- and multi-layer structures was
made only in the 1990s, mostly by the research group of the authors.

This section, which is devoted to the SPV analysis of ®lms and heterostructures, begins with a
detailed discussion of the principles and capabilities of SPS analyses of multilayer structures. This
discussion is followed by reviewing the applications of SPS to the study of quantum structures and by
showing how SPV measurements can be used for obtaining quantitative information on interface and
heterostructure band diagrams.

Before proceeding, we note that it could be argued that the term `surface photovoltage' is no longer
appropriate for a photovoltage related to buried interfaces. We shall nevertheless continue to use this
term here because while the photovoltage is not necessarily generated at the surface, it is measured
there.

5.5.1. Spectroscopy of multilayer structures

We start our discussion of the SPS of multilayer structures by considering an illustrative example,
shown in Fig. 83. This ®gure features SPV spectra of a ZnO:Al/u-ZnO/CdS/Cu(In,Ga)Se2 layered
structure, used for the fabrication of thin ®lm solar cells (`u' denotes unintentional doping) [402].
Distinct spectral `knees' at �1 eV, �2.4 eV, and �3 eV, corresponding to the bandgaps of Cu(In,Ga)Se2

(CIGS), CdS, and ZnO, respectively, are clearly observed. The unequivocal identi®cation of all three
bandgaps con®rms the above mentioned theoretical prediction of SPS sensitivity to buried interfaces
(see Fig. 18).

While spectral `knees' are assigned to the various bandgaps as in the simple SPS analysis discussed
in Section 4.1, the interpretation of the slope sign of these `knees' is considerably more complicated
than that offered in Section 4.1. There, we have argued that, as long as the SPV can be associated with
a decrease in surface band-bending and that the surface SCR is in depletion or inversion, positive
and negative super-bandgap SPVs necessarily correspond to n- and p-type materials, respectively. In
the SPS of multi-layer structures, this simple rule is no longer necessarily valid for two distinct
reasons.

Fig. 83. SPV spectra of ZnO:Al/u-ZnO/CdS/CIGS structures for various annealing times (after Gal et al. [402]).
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The ®rst reason for deviation from the type assignment rule of Section 4.1 can be easily understood
with the aid of Fig. 18. In this ®gure, the n-type thin ®lm has two SCRs, related to the surface and the
interface, both of which are in depletion. However, a decrease of the surface band-bending results in a
positive SPV (Fig. 18(a)), whereas a decrease in the interface band-bending results in a negative SPV
(Fig. 18(b)). This is a direct result of the different direction of the band-bending in the two SCRs with
respect to the back contact. Therefore, an assignment of layer type which is based on the sign of the
SPV slope can be made only if the dominating SCR can be identi®ed. For example, Moons et al.
measured the SPV response of the organic/inorganic p-dithioketopyrrolopyrrole (DTPP)/SnO2:F
heterojunction [414]. They used both front- and back-side illumination, which selectively excited the
DTPP/air and the DTPP/SnO2 depletion regions, respectively. Indeed, the SPV from the two depletion
regions featured opposite signs, in agreement with the above explanation.

A special class of semiconductors, known as layered metal chalcogenides, feature basal plane
surfaces which are free of dangling bonds and are therefore not expected to exhibit any band-bending
under UHV conditions [762]. Consequently, the SPV of structures based on these materials should be
governed by their buried interfaces, rather than by their surfaces. This provides a particularly good
opportunity for experimentally con®rming the SPV signs expected from a back SCR. Such a study was
performed by Lang et al., who investigated the SPV of GaSe/WSe2 structures under UHV conditions
[762]. When studying the SPV of a p-GaSe/n-WSe2 structure as a function of overlayer thickness, Lang
et al. found a monotonously increasing positive SPV, attributed to the build-up of the depletion region
at the buried p±n heterojunction. The SPV sign is in agreement with the direction of the band-bending
at the buried depletion region and in disagreement with the SPV sign predicted for a depletion layer at
the surface of the p-type top layer, as expected.

An even more interesting evolution of the SPV was found by Lang et al. when studying the p-GaSe/
p-WSe2 structure. After annealing (which is performed prior to GaSe growth), the surface region
of the p-WSe2 region is known to convert into n-type, so that the measured structure is really a
bipolar-transistor-like p-GaSe/n-WSe2/p-WSe2 structure. In this case, a negative SPV, interpreted to be
related to the buried n-WSe2/p-WSe2 homojunction, was found. The absolute value of this SPV
decreased with increasing overlayer thickness, due to the counteracting effect of the p-GaSe/n-WSe2

heterojunction, but the SPV sign was not inverted, indicating a dominance of the deeper junction
throughout.

As the magnitude of equilibrium band-bending is not the only factor in¯uencing the SPV magnitude,
the SPV-dominating SCR is not necessarily where the equilibrium band-bending is larger. This point
has been recently demonstrated by Moons et al., who studied n- and p-type porphyrin semiconducting
layers which were (separately) deposited on Indium Tin Oxide (ITO) [413]. In this structure, two
depletion regions in the porphyrin layer can be expected: a front one, associated with the free surface
and a back one, associated with the Schottky barrier between the porphyrin layer and the highly
conductive ITO. CPD measurements in the dark indicated an increase (decrease) of the surface work
function of the porphyrin/ITO structure with increasing porphyrin p-type (n-type) overlayer thickness.
This means that the CPD evolution is dominated by the increasing back depletion region, as domination
of the front one would result in the opposite CPD trend. Nevertheless, the SPV slope change signs at the
porphyrin `bandgap' were found to be commensurate with a dominating band-bending reduction at the
front depletion region, for both types of porphyrins used. This was interpreted by assuming that the
recombination rate at the back SCR is larger than that at the front SCR, so that the photovoltaic effect at
the back SCR is reduced. This conclusion was con®rmed by independent contact I±V measurements in
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the dark and under illumination, which yielded a very small photovoltage. Similar results were obtained
by Moons et al. at the p-DTPP/SnO2:F heterojunction [414].

The second possible reason for deviation from the type assignment rule of Section 4.1 has to do with
a reduced photon ¯ux arriving at a buried SCR, due to partial absorption of light in the overlayer. In
order to understand this effect, let us consider an extreme case where a certain layer absorbs light at its
bandgap energy, but produces no photovoltaic effect whatsoever because for some reason no charge
separation can take place. If at energies lower than this bandgap, a photovoltaic effect is produced at
some region of the sample lying beneath this layer, then a decrease in the magnitude of the SPV will be
noticed as soon as the layer begins to absorb. Thus, a `knee' associated with the layer bandgap will be
recorded in the SPV spectrum, even though the layer has not produced any photovoltaic effect of its
own. Clearly, in this case the sign of the SPV slope change has nothing at all to do with the type of the
layer.

As an experimental demonstration of absorption-related SPS features, let us consider the `knees' of
Fig. 83 in some more detail. Both the CdS and the ZnO layers are transparent to �1 eV photons, so that
the latter have no dif®culty in getting to the CIGS region. At �1 eV, the absorbed photons produce a
positive �CPD (negative SPV), due to the reduction of the band-bending at the n-CdS/p-CIGS
heterojunction. The same mechanism is also responsible for the solar cell operation of the ZnO/CdS/
CIGS structure. It is much more dif®cult, however, to explain the CdS-related feature at �2.4 eV in
similar terms: On the one hand, if the SPV were due to additional absorption of photons at the CdS/
CIGS p±n junction, the �CPD slope change would be positive, rather than negative. On the other hand,
it is not reasonable to attribute the observed negative slope change to a signi®cant depletion region at
the ZnO/CdS interface because the existence of such a depletion region would severely hinder the solar
cell performance of the structure. A reasonable explanation, however, is that as the CdS layer begins to
absorb photons the effective photon ¯ux at the region of the sample where charges can be separated is
reduced. This, in turn, reduces the magnitude of the SPV signal. This mechanism is even more clearly
at work near the ZnO bandgap, at �3 eV, where a drastic decrease of the SPV signal is observed. After
the ZnO bandgap, only a residual SPV which is independent of the photon energy remains. This is
attributed to an incomplete relaxation of the CIGS-related SPV, due to non-steady-state conditions
during the acquisition of the data. Thus, the agreement of the negative �CPD slope change signs at the
CdS and ZnO bandgaps with the n-type nature of the CdS and ZnO layers seems to be coincidental,
rather than re¯ecting a success of the type assignment scheme of Section 4.1.

Some recent SPV and SPS investigations of bi-layer structures have been devoted to the
characterization of porous Si, using both contactless [308±312],[316],[763] and contact [313±315]
measurements. Since porous Si is typically prepared by anodization of crystalline Si, a (porous-Si thin
®lm)/(crystalline-Si substrate) structure is naturally formed. Accordingly, all SPS data of such
structures revealed various features between �2 eV and �3 eV, related to the porous-Si layers, in
addition to the crystalline-Si related `knee' at �1.1 eV [308,310±316]. However, the sign of the porous-
Si related features was found to vary, depending on the technological details of porous-Si anodization
and subsequent treatments [308].

In some of these studies [309±311], a complicated transient SPV behavior, including a non-
monotonous relaxation of the SPV after illumination and relaxation times as long as several hours, was
observed. This behavior, which is not found at surfaces of crystalline Si, indicates that signi®cant
trapping processes take place in the porous-Si layer (as can be expected from the highly non-ideal
nature of this layer). As already argued in Section 4.1, this means that another mechanism for SPV
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generation, namely, preferential trapping, must also be taken into account and may even dominate over
the usual band-bending-related SPV. When this is the case, the sign of the SPV response is again
unrelated to the semiconductor type (see Section 4.1). Due to the complicated transport phenomena
encountered at porous-Si layers, consensus has not been reached yet on the dominating SPV-generating
mechanism in porous-Si/crystalline±Si structures. In different studies, all mechanisms described above
have been invoked to explain the various trends observed in the different ®lms studied. These
mechanisms include the usual band-bending-related SPV (at both front and back SCRs) [311,315],
preferential trapping at the porous-Si layer [311], and absorption at the porous-Si layer which reduces
the crystalline-Si-related SPV [313].

We emphasize that, as in Section 4.1, the sign of the SPV slope at the various `knees', rather than
the sign of the SPV itself, must be analyzed. For example, Kashkarov et al. suggested that the inversion
of the SPV sign at h� >3.2 eV, observed after heating a porous-Si/crystalline-Si layer which was
stored in air, re¯ected a change in the direction of electric ®eld in the porous layer [311]). However,
since no change in SPV slope signs was observed following this treatment, this interpretation must be
rejected.

Throughout our discussion so far, we have implicitly assumed that the various SCRs in the structure
are decoupled, namely, that the photovoltaic response in one SCR is independent of that of the other
SCRs. For two SCRs to be decoupled, they must be separated by a quasi-neutral region which is thicker
than both the Debye screening length, LD (de®ned in Section 2.1.3), and the diffusion length, L. The
former assures that the two SCRs cannot in¯uence each other via electrostatic interaction. The latter
assures that excess carriers cannot be injected from one SCR to the other. In semiconductors of
reasonable doping and quality L > LD, so that the diffusion length limitation is usually the more severe
one. Mishori et al. have recently performed SPS measurements of a GaAs/AlGaAs heterojunction
bipolar transistor (HBT) structure, consisting of a graded n�-AlGaAs emitter on a p�-GaAs base, which
is itself on an n-GaAs collector [764]. This results in two depletion regions (emitter/base and base/
collector) which feature opposite directions of band-bending. By design, a HBT structure must feature a
signi®cant injection of charge from emitter to collector. Accordingly, Mishori et al., using numerical
calculations, have shown that the SPV spectrum undergoes signi®cant qualitative and quantitative
modi®cations with a changing electron mobility in the base (which changes the extent of charge
injection between the two junctions). Thus, an explicit consideration of coupling effects is crucial for
successful quantitative interpretation of coupled SCRs, but may be signi®cant even for qualitative
analyses if the coupling is substantial.

Karpovich et al. suggested an elegant experimental technique for separating between the back and
front SCR contributions by means of changing the position of the back contact [341]. To understand
their approach, let us consider Fig. 18 again. We have already explained that in the absence of
signi®cant Dember effects, the SPV measured at the semiconductor surface is an algebraic sum of the
SPVs accumulated in the different SCRs between the surface and the back contact (see Section 2.2.5
and the discussion of back-contact effects in Section 5.1). Usually, the back contact is in the physical
back of the sample so that the overall SPV is the sum of the SPVs due to both SCRs. However, if the
back contact is placed on a non-illuminated edge of the front surface of the sample (and care is taken
that it is not reached by photons or excess carriers), the measured SPV is only due to the front SCR.
This is because the SPV due to the buried SCR changes the potential of both the `back' and front
contacts, so that it produces no net difference between them. The SPV due to the back SCR is then
easily obtained by subtracting the SPV measured with the `back' contact on the front side from the SPV
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measured in the usual con®guration. We reiterate that the two SPVs obtained using this approach can be
regarded as the SPVs obtained from each SCR had the other not existed only if the SCRs are decoupled.

As an illustrative example of the potential of such SPV separation, which also highlights some
additional concepts discussed above, we consider the analysis of a �-doped GaAs layer, performed by
Bednyi et al. [342]. These authors compared the planar photoconductivity and SPV spectra of 0.5 mm
thick n-type GaAs layers, deposited on a semi-insulating GaAs substrate, with and without a `�-doping'
monolayer of Ge, situated 0.1 mm below the surface, shown in Fig. 84. The planar photoconductivity of
the �-doped layer is much lower than that of the homogeneous sample. Moreover, Fig. 84(a) shows that
the planar photoconductivity of the �-doped layer decreases signi®cantly after the initial onset of GaAs
absorption, whereas the planar photoconductivity of the homogeneous sample increases with increasing
absorption throughout the wavelength range studied.

The key to understanding the different behavior of the planar photoconductivity in the two samples is
in the SPV measurements of the �-doped layer, shown in Fig. 84(b). In principle, the planar
photoconductivity is modi®ed mostly due to the photo-induced change in the depletion region width (at
both front and back SCRs). In the homogeneous layer, the main effect is that of the front SCR. Indeed,
the spectral dependencies of the front SPV and the planar photoconductivity spectrum of the homo-
geneous sample are strikingly similar because both are governed by the same physical phenomenon. In
the presence of the �-doped layer, the top 0.1 mm of GaAs which is above this layer is completely
depleted both in the dark and under illumination. Moreover, the surface charge is screened by the �-
doped layer. Thus, no signi®cant modulation of either the planar photoconductivity or the back SPV
due to the front SCR takes place. Hence, all photoconductivity features must be due to the modulation
of the back SCR, which is the cause for the striking resemblance between the back-SPV and the planar
photoconductivity of the �-doped layer. The observed relatively smaller magnitude of the back surface
modulation explains why the photoconductivity is signi®cantly reduced. Finally, the decrease of both
back SPV and photoconductivity with increasing photon energy is due to the increase of absorption in
the top GaAs layer, which decreases the effective photon ¯ux arriving at the bottom GaAs layer.

As SPV analyses of multi-layer structures offer the possibility of performing contactless and non-

destructive electrical and optical characterization of buried interfaces, they have found signi®cant uses
in the ®eld of process monitoring and quality control. In one of the earliest applications, Munakata and

Fig. 84. (a) Spectral planar photoconductivity of GaAs layers: Filled circles ± �-doped layer. Empty circles ± homogeneous

layer. Dashed line ± absorption spectrum. (b) SPV spectra of the �-doped layer: Filled circles ± back-SCR-related SPV. Empty

circles ± front-SCR-related SPV (after Bednyi et al. [342]).
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Honma demonstrated that frequency-resolved ac-SPV measurements, of the type shown in Fig. 77, may
be used to measure the SCR cut-off frequency (!a in the ®gure) at a buried p±n junction and not just at
a surface SCR [761]. This is based on assuming that the contribution of the surface SCR to the overall
SPV is negligible due to the high doping of the layers.

Goldstein et al. argued that, by de®nition, SPV measurements are conducted under open-circuit
conditions. Therefore, if the surface-related SPV in solar-cell structures is negligible, the measured SPV
must be equal to the open-circuit voltage of the solar-cell, Voc. Thus, a contactless measurement of Voc

is made possible [759,760]. By comparing contact photovoltaic measurements with SPV measure-
ments, this was veri®ed by these authors at both single-crystalline [759] and amorphous [760] Si-based
solar cells. Moreover, by measuring the SPV as a function of illumination intensity and assuming that
photo-bias can be equated to electrical bias, the ideality factor of the solar cell was found (and again
con®rmed by electrical measurements). Later, Rennau et al. have suggested that SPV measurements
can be used for measuring the Voc as a function of position in large area solar cells for a contactless
assessment of homogeneity [734].

Recently, Kronik et al. have used SPS measurements for quality control of ZnO/CdS/CIGS-based
solar cells [404]. In this study, the contactless nature of the measurement made it possible to eliminate
defective structures after the deposition of each of the three semiconducting layers. As an example, we
consider the quality control of the CdS/CIGS bi-layer structures is shown in Fig. 85. Here, samples with
different Na contents (which is known to enhance the photovoltaic performance of CIGS-based cells)
were examined. Fig. 85(a) shows that the SPV spectrum of the Na-poor sample is qualitatively different
then the other SPV spectra: it features a distinct decrease of the SPV signal immediately after its initial
onset, whereas the other spectra continue to increase with increasing photon energy, until �1.7 eV
(where the SPV reduction is attributed to a surface state lying at the external CdS surface). The

Fig. 85. (a) SPV spectra of CdS/CIGS structures with three different Na contamination levels. Open-circuit voltages of solar

cells fabricated from region adjacent to the measured samples are denoted. (b) Quantum ef®ciency spectra of a ZnO/CdS/

CIGS solar cell, based on a Na-poor and a Na-rich CIGS layer (after Kronik et al. [404]. Quantum ef®ciency data taken from

Rau et al. [765]).
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difference in the SPV response of the Na poor and Na rich layers is strikingly reminiscent of a similar
difference observed in quantum ef®ciency spectra, shown in Fig. 85(b) [765], which were measured
independently on solar cells of the same make. However, the latter measurements were performed on
complete and contacted solar cells, whereas the SPV measurements are contactless and performed on a
partial structure, allowing for early rejection of inadequate layers.

For the bi-layer structure studied, the SPV obtained with broad-band illumination (e.g., from a solar
simulator) is not expected to re¯ect Voc accurately, due to the in¯uence of a signi®cant SCR at the
external CdS surface. However, Fig. 85(a) clearly shows that the magnitude of the SPV step at �1 eV,
related to absorption at the CdS/CIGS interface itself, depends monotonously on Voc. Thus, pending
appropriate calibration, this magnitude can be used for quantitative screening of layers predicted to
result in cells with sub-standard Voc. Fig. 83 provides another example of process monitoring ± this
time of the impact of annealing on the complete CIGS-based solar cell structure [402] In the ®gure, the
bene®cial in¯uence of annealing on the photovoltaic response is clearly apparent. Moreover, the
optimal annealing time can be easily assessed.

To date, the use of SPS of heterostructures for quality control and process monitoring purposes has
been applied mostly to solar cells. One of the reasons is that solar cell structures are ideally suited for
SPS studies, as they are a-priori designed so as to ensure signi®cant photon absorption at the interfaces
of interest. Two notable examples of SPS-based quality control of other structures have been reported
recently: Krystek et al. used SPS for gauging the success of p-type doping at InGaN/GaN structures
[359]; Mishori et al. used SPS for assessing the bandgap narrowing of the degenerately doped base
layer in a HBT structure, from which the base doping can be assessed [764].

So far, only super-bandgap and near-bandgap SPV features were discussed. In light of the discussion
in Section 4.2, it is clear that SPS should also yield signi®cant information on gap states. However, we
are aware of only two systematic SPS studies of gap states in heterostructures [20,355]. Burstein et al.
studied lattice-mismatched InxAl1ÿxAs/InP epilayers with various values of x [355]. They observed a
rich spectrum of defect states, especially in highly strained samples with reduced crystalline quality. As
the qualitative analysis of the sub-bandgap SPS features observed by Burstein et al. is similar to that of
bulk samples discussed in Section 4.2 (except that again special care must be exercised with respect to
sign conventions, due to the possible in¯uence of back SCRs), this work is not discussed in more detail
here.

Some quantitative aspects of the SPS of thin ®lm structures were studied by Leibovitch et al. [20]. In
particular, the evolution of the SPV spectra of a (thin semiconducting ®lm)/(semiconducting substrate)
structure with increasing overlayer thickness was examined. Assuming that the overlayer is thin enough
to be completely depleted, the calculus of variations leading to Eq. (2.89) can be readily extended to the
form appropriate for the structure at hand [20]:
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where the subscripts `ex', `in', `f', and `s' denote the external surface, interface, ®lm, and substrate,
respectively, wf is the overlayer thickness, and w is the total width of the SCR, which includes wf and
the depletion region extending into the substrate.

Inspection of Eq. (5.47) shows that even under the most ideal conditions, where all (surface and
volume) charge densities involved in the equation are thickness independent, modi®cation of wf will
inherently alter the measured SPV. This is because the SPV due to a gap state situated in a SCR also
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depends on the distance between this state and the edge of the SCR (as already noted in Section 2.2.3,
in the context of bulk states). In theory, if the SPV evolution is governed solely by this effect, then the
different thickness dependence of the SPV due to states at different sites could be used for a non-
destructive assignment of these sites [20].

In practice, the evolution of the SPV with changing wf is in¯uenced and possibly dominated by a
changing interaction of the defect states with the bands, which changes their occupation. This may
provide considerable insight into the formation of various semiconductor interfaces and into the
relation between their defect and electrical properties. A case in point is the evolution of the super-
bandgap and sub-bandgap SPVs with increasing In2O3 overlayer thickness, due to defect states at the
n�-In2O3/p-InP heterojunction [19,20], as shown in Fig. 86. Initially, both the sub- and super-bandgap
SPVs increase with increasing overlayer thickness, due to the increase of the layer thickness and the
build-up of the junction SCR. At higher thicknesses, the super-bandgap SPV ®nally saturates,
indicating that the build-up of the SCR is complete. However, the sub-bandgap SPV decreases. The
behavior of the super-bandgap SPV rules out a collapse of the band-bending or a signi®cant increase of
recombination rates at the In2O3/InP interface. Therefore, the sub-bandgap SPV decrease must be
interpreted in terms of ®lling of the donor states by electrons supplied from the n� side of the junction,
which impedes electron excitation into the defect state. This serves to explain the why the ideality
factor of In2O3/InP diodes is very close to 1, despite their clearly non-ideal interface: at the ®nal In2O3

®lm thickness, the interface defect states are primarily ®lled and are thus of limited electrical activity.
In the above discussion, all geometry was considered to be one-dimensional, with the buried

interfaces parallel to the free surface of the sample. To conclude this section, we note that in recent
years, several studies have been devoted to high-resolution KFM- [766±768] and STM- [769] based
SPV mapping of structures cleaved along the growth direction of the sample. In such structures, the
buried interfaces intersect the free surface of the sample and are perpendicular to it. Then, one must
consider a lateral SPV effect, associated with the buried interfaces, in addition to the vertical one,
associated with the free surface.

As an example, let us consider the CPD pro®le of a hypothetical cleaved p±n junction. In the dark,
the junction is usually discerned as a potential drop in the CPD pro®le. However, the magnitude of this
potential drop is usually found to be much smaller than the built-in voltage of the junction [766±768],

Fig. 86. Evolution of the (normalized) CPD and SPV at the In2O3/InP heterojunction, as a function of In2O3 overlayer

thickness. `x' ± CPD, `�' ± super-bandgap SPV, `� ± sub-bandgap SPV (after Kronik et al. [19]).
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because both the p and the n sides of the junction are depleted. (Note that in the limiting case of a
completely pinned surface Fermi level, the work function is independent of the substrate doping and the
p±n junction would not be observed). Upon illumination, the potential drop over the p±n interface
should decrease due to the photovoltaic effect. This, in turn, should result in a further loss of the CPD
contrast. On the other hand, the photovoltaic effect at the free surface should decrease the degree of
depletion at both p and n sides of the junction, which should bring the surface work function values
closer to their non-depleted values and increase the CPD contrast. In practice, both an illumination-
induced increase [766,768] and decrease [767,768] in contrast have been observed, indicating that the
dominance of a particular mechanism is a result of a complicated interplay between surface properties,
interface properties, and sample geometry.

5.5.2. Spectroscopy of quantum structures

Quantum structures are characterized by signi®cant changes in their absorption spectra, with respect
to that of the bulk materials on which they are based. Since the photovoltaic spectrum is related to the
absorption spectrum, these changes are detectable by SPS. For example, the quantum size effect in
nano-crystallite ®lms (namely, the blue shift in their apparent bandgap with decreasing crystallite
size), was already discussed in Section 4.1. Most modern quantum structures are based on
multilayer heterostructures. Therefore, quantum effects in their absorption features can be analyzed
using the SPS principles outlined in the preceding section. Speci®cally, the absorption spectrum is
characterized by peaks (rather than `knees') which correspond to electron transitions between different
quantum levels (such peaks are washed out in nano-crystallite ®lms due to a broad size distribution of
the crystallites). These characteristic peaks were indeed found in numerous contact photovoltage (and
photocurrent) spectroscopy studies of quantum well structures (see, e.g., [770]). Similar peaks were
found in some contact photovoltage spectroscopy of porous-Si/crystalline-Si structures and may be
related to the quantum nature of the Si wires in the porous layer [313,314].

To the best of our knowledge, the ®rst contactless SPS studies of quantum well heterostructures were
conducted by Karpovich et al. [771,772]. These authors studied GaAs samples with a single InGaAs
quantum well layer, `inserted' at the GaAs free surface, at the surface SCR, or inside the quasi-neutral
region. In these early studies, they were able to identify the lowest quantum transition (namely, 1H±1E,
where 1H and 1E are the ®rst hole and electron quantum levels, respectively) and verify its increasing
energy with decreasing well size. In some cases, they were also able to observe the 2H±2E transition as
well [772]. Moreover, they observed a sensitivity of the absorption spectrum to the polarization of the
illumination, con®rming the quantum nature of the observed transitions [773]. In a different
application, they have inserted three InGaAs quantum wells of different thickness (and hence different
quantum transitions) in different places inside the SCR of a GaAs sample [774]. As expected, they
obtained three distinct SPS (as well as photoluminescence) features, associated with the 1H±1E
transitions of the different wells. Viewing these quantum wells as `position markers', they checked the
effect of anodization and ion bombardment on the three peaks in order to monitor the penetration depth
of the damage.

At about the same time, Wessels and Qian used STM-based spectroscopy for identifying the ®rst two
quantum transitions of an InAsP quantum well `inserted' in the SCR of an InP sample [775]. These
were the 1HH±1E and 1LH±1E transitions, where the `HH' and `LH' refer to heavy and light holes,
respectively. Again, the quantum energies were found to increase with decreasing well size, as expected.
In this study, the measured quantity was the tunneling photocurrent, rather than photovoltage. However,

L. Kronik, Y. Shapira / Surface Science Reports 37 (1999) 1±206 179



as the quantum well was situated 100 nm below the surface, the photo-induced changes in the tunneling
current were related to the photovoltaic modulation of the surface potential.

Ashkenasy et al. were the ®rst to study GaAs/AlGaAs multi quantum well (MQW) and superlattice
(SL) structures using SPS [415]. The SPV spectra obtained in this case contained many interesting
features and are therefore considered in detail as an illustrative example. The SPV spectra of a MQW
sample and its calculated equilibrium band-diagram are shown in Figs. 87(a,b), respectively. The
spectral `knees' at 1.38 and 1.78 eV correspond to the onset of band-to-band absorption in the GaAs
epilayer (beginning at energies below the nominal bandgap due to the Franz-Keldysh effect) and the
AlGaAs cap layer, respectively. In between these two `knees', the shape of the SPV spectrum resembles
typical absorption spectra of MQW structures. However, the expected absorption peaks, at 1.48 eV and
at 1.61 eV, are displayed as minima, rather than maxima. This indicates that most of the illumination is
absorbed in the quantum wells which are situated where the bands are bent upwards towards the
surface. The observed MQW-related peaks agreed well with calculated energy values of the 1HH±1E
and 2HH±2E transitions. Note that before etching, a non-negligible sub-bandgap SPV signal was
apparent at photon energies below 1.38 eV, indicating the presence of optically active gap states. Since
no such signal was observed after etching, it was concluded that these states were located at the external
AlGaAs surface and were not associated with the MQW region. Moreover, the SPV spectrum in the
MQW absorption energy range has not changed at all (other than undergoing a uniform shift) after the
etch, ascertaining that the SPV signal in the MQW absorption range is not interfered by surface effects.

The SPV spectra of a SL sample is shown in Fig. 87(c). Here, three minima are observed in the
photon energy range of absorption in the SL region, corresponding to the 1HH±1E, 2HH±2E and 3HH±
3E transitions. The 4HH±4E transition is also apparent as a shallow valley in the spectrum. Here, the
peaks are broader than in the MQW sample due to the formation of minibands in the well region of SL
structures and each minimum is located at the middle of the calculated miniband position.

The spectra of Fig. 87 clearly demonstrate the ability of SPS to provide unequivocal identi®cation of
many quantum-transition-related absorption features. Interestingly, in both the MQW and SL spectra all

`symmetry-allowed' heavy-hole-electron transition have been resolved, at room temperature. In
contrast, photoluminescence measurements performed on the same samples at room temperatures
yielded only the ®rst quantum transition for the MQW sample and the ®rst two for the SL sample [415].
Moreover, as opposed to transmission spectroscopy, SPS does not require any substrate thinning and it
is much easier to perform than photoluminescence excitation measurements. In a similar vein,
Karpovich and Filatov have shown that in the study of coupled asymmetric InGaAs wells situated in the
SCR of a GaAs sample, many absorption features related to higher-lying quantum levels can be
observed in the SPV spectra, but not in the photoluminescence spectra [776]. In the latter study, the
lowest-energy quantum transition was also used to extract the mole fraction of the InGaAs quantum
well.

Following the above demonstration of MQW and SL characterization, Aigoui et al. have used SPS in
conjunction with a constant photon ¯ux illumination source [423]. Then, assuming that the ratio
�d�SPV�=d�h���=�SPV� is proportional to the ratio �d�=d�h���=�, they were able to ®t the former ratio
with a lineshape ®t. This was used for the identi®cation of many `symmetry-allowed' and `symmetry-
forbidden' quantum transitions in ZnSe/ZnMgSSe MQW structures.

As in the case of non-quantum multilayer structures, the contactless capabilities of SPS have made it
attractive for monitoring device-oriented layer structures. Two such studies have been reported recently.
Aigoui et al. measured the SPV spectra of a self-assembled quantum dot (QD) InAs/GaAs laser
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Fig. 87. (a) SPV spectra of a GaAs/AlGaAs MQW sample before (solid line) and after (dashed line) etching for 4 minutes

(arrows denote minima corresponding to heavy-hole-electron transition absorption peaks). (b) Calculated equilibrium band

diagram of the MQW sample (position measured with respect to substrate edge). (c) SPV spectrum of a SL sample. Arrows

denote minima corresponding to heavy-hole-electron transition absorption peaks. Rectangles denote theoretical energy width

of SL minibands (after Ashkenasy et al. [415]).
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structure [777]. In this structure, an InAs wetting layer (WL), which forms a quantum well, is deposited
on a GaAs layer. The strong lattice mismatch between the two semiconductors induces the formation of
InAs dots. These dots are then self-organized during ten cycles (in this case) of alternate short-period
GaAs/InAs depositions. This active region of the structure is `inserted' between thin GaAs layers,
themselves `inserted' between two GaAs/AlGaAs SLs and AlGaAs cladding layer and sandwiched in a
GaAs p±n junction. Both the as-measured SPV spectrum and its normalized derivative for this structure
(at 103 K) are shown in Fig. 88 [777]. With the aid of the derivative spectrum, three QD-related
transitions and two WL-related transitions are extracted.

Ashkenasy et al. have studied a single quantum well graded-index-of-refraction separate-
con®nement heterostructure laser [778]. The studied structure consisted of a single pseudomorphic
InGaAs quantum well, `inserted' between two thin GaAs layers and two graded AlGaAs layers and
sandwiched in an AlGaAs p±n junction. In this case, four peaks associated with the four `symmetry-
allowed' heavy-hole-electron transitions, as well as a ®fth peak due to combination of several
`symmetry-forbidden' transitions were observed at room temperature. In this study, numerical
simulations have shown that the energy of the 1HH-1E transition is mostly affected by the mole fraction
of the InGaAs layer, whereas the energy of the 2HH-2E transition is primarily sensitive to the
magnitude of the electric ®eld in the quantum well, due to the quantum con®ned Stark effect. Thus,
these two important parameters could be extracted from the experiment. Using the simulation, the
dependence of the energy of the 1HH-1E transition on the electric ®eld was calculated. Speci®cally, its

Fig. 88. SPV spectrum (a) and normalized SPV derivative spectrum (b) of an InAs/GaAs quantum dot structure. The solid line

is a lineshape ®t (after Aigoui et al. [777]).
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value for a small electric ®eld (such as that present during the forward bias required for lasing) was
found. This enabled a contactless estimate of lasing wavelength, based on layer properties, prior to
device processing. In light of the above discussion, SPS seems to be emerging as a promising tool for
the characterization of quantum structures.

Having described the main developments and achievements of SPS studies of quantum structures, we
conclude this section by considering some aspects of SPV generation and spectrum interpretation in
quantum structures in more detail. While the absorption features of the quantum structures were
examined at some length in the above examples, the charge separation mechanism ± required for
getting a SPV signal - was not considered so far. In the discussion of Fig. 87, we assumed that the
generated electrons and holes are separated by the electric ®eld just like in a non-quantum structure.
However, this clearly requires that the excess carriers escape from the quantum well. Several
temperature-resolved quantum well SPS studies revealed a decrease of the signal with decreasing
temperature [423,771,772,776], whereas the simple photovoltaic effect is expected to increase with
decreasing temperature (see Section 2.2.2). This indicates that carriers escape from the well by means
of thermal excitation, which is insuf®cient at low temperatures. However, as the obtained temperature
dependence is usually non-exponential [771,772], it is clear that other mechanisms, especially ®eld-
induced tunneling from the quantum well, also assist in generating the SPV signal.

As long as the cause of the SPV is the separation of charge carriers by the electric ®eld in a SCR, the
sign of the SPV signal will re¯ect the direction of this electric ®eld and not the layer type, regardless of
the exact escape mechanism [415,771]. As in non-quantized structures, it is necessary to consider other
SPV-generating mechanisms to which this sign interpretation scheme does not apply. First, in
interpreting any decrease in the absolute value of the SPV signal, an absorption-induced decrease of
photovoltaic effects at a layer beneath the light absorbing one must be considered. For example, the
quantum-transition-related minima in Fig. 87(a) could partially be due to modulation of the light
intensity arriving at the GaAs layer by the MQW region. However, in this spectrum, recorded under
steady-state conditions, the change of sign in the total SPV indicates that at least part of the signal is
due to photovoltaic activity in the MQW region itself. Second, charge separation due to preferential
trapping of charges must also be considered. For example, Cameron±Miller et al. noticed that the
placement of a GaAs quantum well at the surface of an AlGaAs layer resulted in a photo-induced
increase in surface band-bending because photo-excited electrons were preferentially trapped in the
surface quantum well [779]. In addition, Karpovich et al. measured a non-negligible SPV signal related
to InGaAs quantum wells embedded in the quasi-neutral region of a GaAs layer [770,774]. In this case,
the only electric ®elds are due to the InGaAs/GaAs heterojunction and must be symmetric with respect
to the quantum well. The observation of a SPV in this case must therefore indicate a preferential escape
of one type of carriers from the well, resulting in an effective charge separation.

5.5.3. Construction of band diagrams

The construction of interface band-diagrams is a relatively new application of SPV measurements. A
®rst, signi®cant step in this direction was taken by Goldstein et al. [759,760], who performed `depth-
pro®led' SPV analyses by measuring solar cell structures after repeated sputtering steps. As an
example, we consider the SPV pro®le of an a-Si:H p±i±n solar cell, shown in Fig. 89 [760]. The SPV
pro®le clearly resolves the different layers in the studied structure. Moreover, it elegantly reveals the
effects of prolonged illumination (`light soaking') on the device properties: after illumination, the SCR
width at the p�±i junction decreases (due to an increase in the effective doping at the i region),
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producing an additional `dead layer', at which charges cannot be separated by an electric ®eld. This
results in a decreased solar cell performance.

While qualitatively very useful, an SPV pro®le of the type shown in Fig. 89 should by no means be
considered as re¯ecting the true potential distribution in the studied structure, for several reasons. First,
the etching process may introduce surface defects which may result in a non-negligible surface band-
bending. Then, the measured SPV will contain a contribution which is unrelated to the SCRs of the real
structure. As long as the surface and buried SCRs are decoupled, the contribution of the former may be
eliminated by separately assessing its contribution to the overall signal using test structures [760,780].
The SPV data shown in Fig. 89 has been corrected against this effect. However, even if there are no
surface states the obtained pro®le may deviate from the real one when the width of a given layer is
thinner than the normal SCR width in this layer [760,780]. This is because in this case charge
equilibrium cannot be obtained unless an additional potential in the thin layer is produced. The most
serious limitation of SPV pro®ling stems from the obvious, yet crucial fact that a potential pro®le of a
junction can be obtained only if the junction itself remains intact [760]. For junctions where one side is
signi®cantly more heavily doped, as in the structure studied in Fig. 89, most of the SCR is in the lightly
doped side. Thus, the junction potential can be studied only if pro®ling proceeds from the lightly doped
side. Accordingly, the spatial extent of the n±i junction in Fig. 89 cannot be studied and the junction is
marked only by a sharp drop in the SPV. Finally, we recall that the SPV is also in¯uenced by
recombination rates, so that SPV modi®cations may be due to, e.g., varying defect densities (or defect
®lling), rather than due to a real change in potential.

Kronik et al. have combined CPD and SPV measurements for a complete and quantitative
construction of heterojunction band-diagrams, where both sides of the junction can be assumed uniform
and the junction is abrupt [19,403,605]. Their approach starts with the measurement of the built-in
voltage of the heterojunction. Using Fig. 8, it is readily observed that the built-in voltage of the
heterojunction can be expressed as:

eVbi � W1 ÿW2; (5.48)

Fig. 89. SPV pro®les of an a-Si:H solar cell, before and after degradation by prolonged illumination (after Szostak and

Goldstein, [760]).
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where W1 and W2 are the ideal work functions of the two sides of the heterojunction. In other words,
W1 and W2 correspond to the distance between the Fermi level and the local vacuum level in the quasi-
neutral region on each side of the heterojunction. In the case of ideal surfaces (i.e, containing no surface
band-bending and surface dipole), W1 ÿW2 can be measured by subtracting the CPD measured at the
free surface of the complete heterojunction from the CPD measured at the free surface of the substrate
(prior to semiconductor deposition). In practice, the measured CPD difference will be given by
� CPD � W 01 ÿW 02, where W 01 and W 02 are the real (non-ideal) surface work functions of the substrate
and overlayer. Using Fig. 4 and Eq. (2.36) for relating the ideal and real surface work-functions,
Eq. (5.48) is recast in the form:

eVbi � W1 ÿW2 � �W 01 ÿ eVs1 ���s1� ÿ �W 02 ÿ eVs2 ���s2�
� �CPDÿ �eV0

s1 ÿ eV0
s2� � ���s1 ÿ��s2�: (5.49)

Eq. (5.49) shows that the built-in voltage in a real case is still related to �CPD, but must be corrected
by the difference in surface band-bending and surface dipole of the two free surfaces. Once Vbi is
determined (and assuming that the bulk properties are known), the band offsets can be determined using
Eqs. (2.43) and (2.46).

Experimentally, �CPD can be easily determined from overlayer-thickness-dependent CPD
measurements, as shown in Fig. 86. When the overlayer is thick enough to contain a quasi-neutral
region, the CPD reading saturates and the true �CPD is obtained. V0

s1 and V0
s2 can be determined by

photosaturation, or any of the techniques described in Section 5.2.2. Then, if the surface and interface
dipoles are estimated (using chemical considerations [605] and/or measurements of the type discussed
in Section 5.2.3), the built-in voltage and the heterojunction band offsets can be found.

The above outlined approach seems to be of particular advantage for junctions comprising poly-
crystalline or amorphous materials, or for heterojunctions which are not prepared using conventional
UHV fabrication tools. This is because in such junctions many other band-offset measurement
techniques tend to fail, or produce inconclusive data. For establishing its validity, the SPV/CPD-based
approach was ®rst demonstrated on the In2O3/InP heterojunction, where its results could be easily
con®rmed using I±V analysis due to the degenerately high doping of the In2O3 side [19]. It was then
applied to the polycrystalline CdS/CIGS heterojunction, manufactured using wet chemical methods,
where the band offset values were under considerable debate [605]. Moreover, the measured CPD
versus overlayer thickness curve, and hence the extracted band lineup, were found to be independent of
sample annealing (within experimental error) [403].

Complete construction of the equilibrium band-diagram can be obtained by further considering the
CPD and super-bandgap SPV evolution shown in Fig. 86. The overlayer thickness at which the CPD
and SPV saturate is indicative of the overlayer width at which the surface and interface SCRs decouple,
i.e., of the minimal overlayer thickness required to completely sustain the interface SCR. Therefore, an
estimate of the SCR width at the overlayer is obtained. Then, the interface charge density (which is the
only remaining independent junction parameter) can be found by ®tting the CPD evolution to produce
the measured SCR width in the overlayer [19,605]. Other parameters, e.g., the built-in voltage on either
side of the junction and the total SCR width, can then be obtained from a solution of the Poisson
equation pertaining to the heterojunction, which is based on the measured parameters.

Clearly, the weak point of the above outlined approach is that surface and interface dipoles are not
measured directly, and therefore limit the experimental accuracy which can practically be obtained to
� �100 meV. Leibovitch et al. suggested a different approach for band offset determination, which
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relies solely on SPS measurements and is therefore inherently immune to dipole-induced errors [21].
The principle of this approach is shown in Fig. 90, which features the numerically simulated and
experimentally measured SPV spectra of the nÿ-InP/n-In0:53Ga0:47As structure, for various InP
overlayer thicknesses. At large InP overlayers, both simulated and experimental SPV spectra feature
two distinct `knees' at the InGaAs and InP bandgaps (0.75 and 1.34 eV, respectively), as expected.
However, at small overlayer thicknesses, the InP-related `knee' is absent. Additional simulations
showed that the critical thickness at which the InP-related feature appears, wc, is very strongly

Fig. 90. (a) Numerical simulation of SPV spectra of the nÿ-InP/n-In0:53Ga0:47As structure for various InP overlayer

thicknesses (curve for 200 nm is shifted up by 20 mV for clarity). Inset: magnitude of the spectral `knee' at 1.35 eV vs. InP

overlayer thickness for �Ec � 275 meV and �Ec � 225 meV. (b) Experimental SPV spectra of the same structure for various

overlayer thicknesses (after Leibovitch et al. [21]).
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dependent on the band offsets used. For example, the inset of Fig. 90(a) shows that a change of 50 meV
in �Ec changes wc by 25 nm, which is a considerable thickness.

The behavior of the SPV spectra may be explained physically as follows: For small InP overlayer
thicknesses, the density of excess carriers generated in the InP layer is negligible with respect to the
excess carrier density injected from the InGaAs side due to the (forward) photo-bias. Therefore, no
discernible SPV feature is recorded at the onset of absorption in the InP layer. At large overlayer
thicknesses, this is no longer true and the InP-related feature can be identi®ed. The strong dependence
of wc on the band offsets is obtained because �Ev determines the barrier height holes must overcome
for crossing into the InP side.

Additional simulations (not shown) have con®rmed that wc changes very little with reasonable
deviations in various bulk sample parameters (e.g., absorption coef®cient, carrier lifetime, etc). The
dominance of the band offsets in determining wc is the key for the determination of the former, as their
value can be ®tted to correspond to the experimentally obtained critical thickness. In this case, �Ec was
found to be 275 meV, in agreement with literature values. Moreover, the strong dependence of wc on
�Ec resulted in a relatively small measurement error (only �30 meV), which is considerably superior
to that obtained with the method illustrated in Fig. 86. On the other hand, whereas the latter is in
principle, applicable to any heterojunction interface, the method illustrated in Fig. 90 is not expected to
be universal in nature.

Moons et al. have recently used a different type of SPV-based construction of the band diagrams, in
the context of a study of porphyrin/ITO structures [413], already mentioned in Section 5.5.1. In this
study, the porphyrin overlayer was fully depleted, so that its front and back SCR were not separated by
a quasi-neutral region. Because the SPV due to the front SCR was found to dominate (see
Section 5.5.1), the contribution of the back (porphyrin/ITO) SCR was assumed to be negligible. Thus,
photosaturation measurements at the porphyrin bandgap were assumed to yield the band-bending at the
front SCR and additional illumination at the ITO bandgap was assumed to yield the band-bending at the
ITO part of the porphyrin/ITO interface. Interface charge densities could then be extracted from simple
charge balance considerations.

Just like the approach of Leibovitch et al., the analysis of Moons et al. does not utilize CPD
measurements and is therefore, also immune to dipole-related errors. Moreover, thickness-resolved
measurements are not used so that all analysis can be conducted on the ®nished structure. The problem
with the analysis of Moons et al., however, is that it neglects the coupling of the different SCRs in the
structure. Even if absorption at the porphyrin part of the back SCR per se truly results in a negligible
SPV, this SCR would still affect the other saturation measurements because excess carriers excited in
the front porphyrin SCR and/or in the ITO would be injected into the back porphyrin SCR. Such
coupling was indeed observed in the InP/InGaAs SPV simulations of Fig. 90(a). For, e.g., an InP
overlayer thickness of 200 nm, the equilibrium band-bending in the InGaAs layer was only 50 mV, but
the InGaAs-related SPV signal was well over 200 mV. As it is clearly impossible that the SPV would
exceed the equilibrium band-bending by over 150 mV, charge carriers were evidently injected into the
InP side of the heterojunction, as explained above. This effect makes it impossible to use (or indeed
obtain) photosaturation for selective determination of the band-bending in one part of a heterojunction
or in one part of coupled SCRs.

The approaches outlined above indicate the potential of SPV tools for the extraction of quantitative
information on various aspects of interface band-diagrams. As this particular sub-®eld of SPV is
relatively young, only a handful of experimental examples may be found in the literature. However, we
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believe that much more work can be done in this direction. Speci®cally, various analyses of the
measurements of SPV data as a function of overlayer thickness (as in Figs. 86, 89 and 90), seem to be
of particular promise.

6. Concluding remarks

In this review article, we have endeavored to provide an in-depth examination of all aspects of SPV
techniques, including theory, experiment, and applications. Speci®cally, we have attempted to show that
SPV-based analyses constitute a highly evolved tool for the characterization of semiconductor materials
and structures, with a unique combination of many advantages.

SPV measurements re¯ect both optical properties and transport properties, because the photo-
voltaic effect is based on photo-generation of excess carriers which is followed by their spatial
separation. The measurements are highly sensitive because even a very small optical absorption, e.g., in
defect states, may result in a signi®cant photovoltaic signal. Moreover, they can be used to probe any
photovoltage developed in the sample under study, be it at its surface, at its bulk, or at any buried
interface.

The unique sensitivity to many electrical and optical properties of different regions in the sample is
manifested by the wide range of characterization capabilities afforded by SPV analyses. The latter can
provide detailed, quantitative information on bulk properties (e.g., bandgap and type, carrier diffusion
length and lifetime), on surface and interface band-diagrams, and on energy levels in quantum
structures. A particular strength is that a complete analysis of surface and bulk defect state distributions
and properties is afforded. A different testament to the versatility of SPV measurements is that they
have been shown to emulate absorption measurements (Sections 4.1 and 5.5), capacitance measure-
ments (Section 5.2), and even photoconductivity measurements (Section 5.4.2), depending on sample
properties and experimental conditions.

Experimentally, SPV measurements feature many advantages: First and foremost, they are
contactless and non-destructive. In addition, they can be performed both in-situ and ex-situ, at any
reasonable temperature (from several K to many hundreds of K), at any ambient (be it air or other
gases, vacuum, or even a liquid), and at any lateral resolution, down to the atomic scale. Traditionally,
these characteristics have made SPV analyses attractive for basic studies of the effects of various
physical and chemical processes on semiconductor properties in general and on the surface electronic
structure in particular. In recent years, the same properties are being increasingly used for quality
control and process monitoring of both materials and structures. This trend is especially apparent in the
Si industry, where several companies now offer different kinds of SPV-based inspection stations,
discussed in Section 5.

The sensitivity of SPV measurements to a plethora of physical phenomena is a double-edged sword
because it requires very careful experiment design and data interpretation for the (qualitative or
quantitative) extraction of speci®c properties. Signi®cant strides have been made in this direction and
much of this text has been devoted to presenting tools to that end.

Throughout our discussion, we have emphasized not only the advantages and achievements of
any given approach, but also its limitations and shortcomings. We therefore believe that our
presentation could serve as a roadmap for both current capabilities and further development of the
technique.
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